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theory and the assumption that the sun currently is gen-
erating nuclear energy in its core at the rate at which it is
radiating energy from its surface.
The energy production in the Maximum Rate Model is

don1inated by reactions 4 and 5 of Table I followed by
Li(p, a) He. The changed nuclear reaction chain, taken
together with the standard boundary condition that the
model. luminosity at the current epoch be equal to the ob-
served solar luminosity, leads to some unusual effects
that are discussed below.
The calculated neutrino fluxes and event rates for the

Maximum Rate Model are shown in Table XII. For the
chlorine experiment, the Maximum Rate Model predicts

X(go )ci=16.3+4.7 SNU; (32)
the corresponding rate for the 'Ga experiment is

X(ger)o, =303+s~ SNU . (33)
These rates for the Maximum Rate Model are about a
factor of 2 larger than the corresponding predictions of
the standard solar model. As shown in Table XII, the
Be and B neutrino cruxes contribute almost equally to
the chlorine rate, while the calculated rate for the galli-
um experiment is dominated by the Be neutrino Aux.
Compared to standard solar n1odels, the Maximum

Rate Model has a low central temperature, T= 14.7X 10
K, but a high predicted B neutrino Aux and high pre-
dicted neutrino capture rates. This combination of rela-
tively low temperature (6% lower than in the standard
solar model, see Table VIII) and high rates departs
strongly from the well-known correlation between tern-
perature and B neutrino Aux (or predicted event rate in
the chlorine experiment) that exists for standard solar
models (see Sec. 6.2 of Bahcall, 1989). The key to under-
standing this result is the distribution of He in the solar
interior, which peaks at a very large value (2%%uo by mass
at 0.168~ ) in the Maximum Rate Model. The dominant
mechanism for destroying He in the standard model, the
He- He reaction (reaction 3 of Table I), is, by assump-
tion, not operative in the Maximum Rate Model, which
allows He to build up to a large equilibrium abundance
that can be burned efticiently by the He- He reaction.
The exclusive dependence upon the more temperature
sensitive He- He and CNO reactions (see Table I) to
produce the solar luminosity results in a convective core
that persists for 1.9X 10 years and which contains about
9% of the mass for the first 10 years. These two factors,
the higher He abundance and the convective core, result
in a smoother and lower temperature pro61e for the Max-
irnum Rate Model as compared to the standard solar
model.

X. DISCUSSION
We have shown in Sec. IV that, for the same input

data, four state-of-the-art solar evolution codes all give
the same event rates to within +0. 1 SNU (1%) for the
chlorine experiment. The three codes that can be com-
pared give the same result within +0.5 SNU (better than
0.5%) for the gallium experiment. The computed B neu-
trino cruxes agree to within a few percent, when the pub-

TABLE XIII. Individual neutrino contributions to the calcu-
lated event rates in the chlorine and gallium solar neutrino ex-
periments. The neutrino fiuxes are calculated with our best so-
lar model which includes helium diffusion.
Neutrino
source
PP
pep
7Be
8B

15O

Total

Cl
(SNU)
0.0
0.2
1.2
6.2
0.1
0.3

8.0+3.0

Ga
(SNU)
70.8
3.1
35.8
13.8
3.0
4.9

131.5+'„'

lished Auxes are corrected to all refer to the same input
data. These important results are made manifest by
Tables III—V and by Eqs. (15)—(19). The larger
differences between event rates that are occasionally
found in the literature arise from different choices of in-
put data or from programing errors; the differences do
not reAect uncertainties in the equations of stellar evolu-
tion or in the numerical techniques. This point has
sometimes been misunderstood by physicists not familiar
with stellar evolution theory who have inferred that
differences in quoted solar neutrino cruxes reflected
different stellar astrophysics rather than different choices
of input data.
In new models discussed in this paper, we have includ-

ed the diffusion of helium and hydrogen in the evolution-
ary calculations of a standard solar model according to
the prescription of Bahcall and Loeb (1990). The
diffusion process increases the calculated event rates for
the chlorine and gallium neutrino experiments, respec-
tively, by 0.8 SNU (i.e., 1l%%) and by 4 SNU (i.e., 3%)
and increases by 12% the calculated B solar neutrino
Aux, which is measured in the Kamiokande experiment
and will be n1easured more precisely in the SNO and the
Super-Kan1iokande experiments.
For our best model including diffusion, Table XIII

shows the contributions from individual neutrino
branches to the calculated event rates for the chlorine
and gallium experiments.
A heuristic measure of the accuracy with which the so-

lar neutrino cruxes and event rates are calculated is the
dependence upon time of the published best-estimate
theoretical values. Table XIV compares the fiuxes and
the predicted event rates determined by Bahcall and Ul-
rich (1988) with the values obtained here using improved
input data and improved physics (including helium
difFusion). The fractional changes in the fiuxes are small,
less than or of order of a few percent, for all the cruxes
that contribute signifj. cantly to ongoing or planned solar
neutrino experiments, i.e., all but the CNO neutrinos.
The change in the predicted rate for the chlorine experi-
ment is about 1%; the change in the predicted rate for
the gallium experiment is less than 1%. In all cases, the
changes are less than the estimated uncertainties (see Sec.
VIII and Table VIII).
The diffusion rate used in this paper is expected to be

accurate to +30% (see Bahcall and Loeb, 1990). Since
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equivalent (m.w.e.). Excavation of the chamber was carried
out by the Homestake Mining Company during the period
1965 January to 1965 September. Fortunately, the rock wall
is both structurally sound and relatively low in uranium
and thorium. The bare wall is covered with chain-link
fencing bolted to the wall with rock bolts 1.5 m long to
ensure stability. The Ñoor is covered with 5 cm of concrete.

shows the arrangement of the detector elementsFigure 1
in the rock cavity. The apparatus consists of a single hori-
zontal steel tank with dished ends, 6.1 m in diameter and
14.6 m long, containing 615 metric tons of tetra-
chloroethylene, The tetrachloroethylene Ðlls aboutC

2
Cl

4
.

95% of the detector volume with the remaining 5% Ðlled
with helium gas at 1.5 atm pressure (absolute). The tank is
set below the entrance adit so that the cavity can be Ñooded
with water to shield the detector from fast neutrons from
the rock wall. A 5 cm diameter reentrant tube is provided in
the middle of the tank, which permits placement of a
neutron source for extraction efficiency tests at the tank
center [37Ar is produced by (n, p) followed by (p, n)
reactions]. There are also provisions to allow the insertion
of a neutrino source for a direct calibration of the detector.
Two liquid circulation pumps are located in an adjacent

room that is separated from the detector chamber by a
watertight door and is accessed by an inclined tunnel.

The tank was built by the Chicago Bridge and Iron
Company, an excellent engineering company that had con-
siderable experience in building large vacuum chambers for
space equipment testing. The company was extremely
helpful in complying with our unusual requirements. The
design and construction of the detector were driven by two
paramount concerns. First, because the EarthÏs atmosphere
contains 0.934% argon, it was essential that the tank and all
associated piping be absolutely leakproof. This is a rigid
requirement because the sensitivity of the detector depends
upon extracting a small volume of argon carrier gas and
placing the Ðnal sample into a proportional counter with an
internal volume of only 0.5 cm3. The system was helium
vacuum-leak tested by providing a blanket of helium
around the tank and searching for the presence of helium
inside the tank. The upper limit on the inleakage of helium,
less than 10~6 cm3 s~1, was limited by the sensitivity of the
method.

The second major concern in constructing the tank was
to minimize the radioactivity of the materials, in order to
ensure that the nonsolar production of 37Ar from these

FIG. 1.ÈHomestake solar neutrino experiment. Arrangement of the detector elements in the rock cavity, 1478 m below the surface in the Homestake Gold
Mine.
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cal region centered about 2.8 keV, whose width is plotted on
the x-axis : 0.5 keV indicates a window from 2.55 to 3.05
keV (D53% acceptance), while a width of 1.6 keV is the
window from 2.0 to 3.6 keV described above (D88%
acceptance). The ADP window has a Ðxed upper edge at
1.02 on the normalized ADP plot and a lower edge that
ranges from 0.79 (D100% acceptance) to 0.96 (D20%
acceptance). The 37Ar production rate is clearly stable over
a wide range of selection windows in both parameters.

7.3. Data Analysis
The result of the event selection process described in the

previous section is a time series of events that all Ðt the
criteria for 37Ar decays. Using this time series, a Ðt is made
to a decaying exponential with a half-life Ðxed at 35 days
(the 37Ar signal) plus a decaying background whose half-life
can be varied. In earlier analyses, this background has been
assumed to be constant in time since there were(q

1@2
\ O)

too few background counts in any single run to obtain any
useful information concerning the nature of the back-
ground. However, analysis of the background in the cumu-
lative data set indicates that these events can be better
characterized as occurring with a half-life in the range of
2È3 yr. A time-rate plot for the slow data in the 37Ar region
(energy\ 2.0È3.6 keV; ADP\ 0.4È0.8) clearly indicates a
Ðnite half-life for the background. Several counters have
been used for a number of runs over 5È7 yr intervals, allow-
ing the counter background rate to be tracked over an
extended time period. These observations of speciÐc
counters also display a background that drops o† with
time. In both the cumulative time-rate plot and in individ-
ual counters, the half-life observed is consistent with a time
constant, yr. Noting that the half-life of 55Fe isq

1@2
\ 2.7

2.7 yr and that 96 out of 108 runs have been counted using
iron cathodes, we have assumed a 2.7 yr half-life for the
background in the present analysis.

The results of the Ðt are two parameters, a production
rate, p, of 37Ar in the detector, and an initial background
rate, b, of false events generated in the counter. If we assume
a constant rate of 37Ar production in the during theC

2
Cl

4exposure and a decaying background rate in the counter
with yr, then the probability for producing the par-q

b
\ 2.7

ticular time series of events which we observe is given by the
expression

P(t
1

É É É t
n
o p, b) P e~(Nb`Nc) <

i/1

n
(be~jbti ] pv

e
v
c
Se~jti)

4 L(the likelihood function) ,

where

n \ total number of candidate37Ar events ,

t
i
\ time of ith candidate 37Ar event ,

j \37Ar decay constant (35.04 days) ,

j
b
\ background decay constant (2.7 yr) ,

v
e
\ extraction efÐciency ,

v
c
\ counting efÐciency ,

S \ 1 [ e~jtexp, the saturation fraction ,

t
exp

\ exposure time of tank ,

*\ ;
k/1

m
(e~jtbk [ e~jtek)

(probability that an 37Ar atom that is extracted will decay
at a time when it could be counted),

t
bk

, t
ek

\ beginning and ending time of kth

counting interval ,

m\ total number of counting intervals ,

N
b
\

b
j
b

;
k/1

m
(e~jbtbk [ e~jbtek) ,

(e†ective number of observed background events), and

N
c
\ pv

e
v
c
S*/j

(e†ective number of observed 37Ar atoms. The reader is
reminded that *\ 1 [100% ““ ON time ÏÏ] was assumed for
the expression used in ° 3.2.)

The method of maximum likelihood (Cleveland 1983 ;
& Wildenhain is used to determine the pairOpendak 1992)

of parameters p and b that has the highest probability of
producing the observed sequence of events in the counter
(and thus maximizes the likelihood function). The Ðt
includes explicitly a correction for the nonsolar production
of 37Ar in the detector, which has varied somewhat during
the overall observing period (due to variations in the shield-
ing arrangements) and takes into account the ^3% change
in the production rate due to the eccentricity of the EarthÏs
orbit. The Ðnal result is thus a production rate of 37Ar that
may be ascribed to the Ñux of neutrinos from the Sun at the
average Earth-Sun distance. gives the results of theTable 3
108 completed solar neutrino observations. We should note
that for purposes of historical continuity, the individual
results presented here have been analyzed by selecting
events within the ““ tight ÏÏ windows described earlier (one
FWHM for energy and 0.9È1.0 for ADP), and using the
traditional assumption that (To convert pro-q

b
\ O.

duction rates into SNUs, multiply by 5.35.) The 108 com-
pleted solar neutrino observations are plotted in Figure 13.

The method of maximum likelihood is also used to
combine the results of all 108 observations to Ðnd the pro-
duction rate that is most likely to have produced the entire
data set. The average production rate for several runs is
found by multiplying the likelihood functions of these runs
together and searching parameter space for the most likely

FIG. 13.ÈHomestake ExperimentÈone FWHM results. Results for
108 individual solar neutrino observations made with the Homestake chlo-
rine detector. The production rate of 37Ar shown has already had all
known sources of nonsolar 37Ar production subtracted from it. The errors
shown for individual measurements are statistical errors only and are sig-
niÐcantly non-Gaussian for results near zero. The error shown for the
cumulative result is the combination of the statistical and systematic errors
in quadrature.
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bij ¼ βiðcos θsunij Þ and the signal weights sij ¼ σðcos θsunij ;
EijÞ are calculated from the expected shapes of the back-
ground and solar neutrino signal, respectively (probability
density functions). The background shapes βi are based on
the zenith and azimuthal angular distributions of real data,
while the signal shapes σ are obtained from the solar
neutrino simulated events. The values of S and Bi are
obtained by maximizing the likelihood. The histogram of
Fig. 17 is the best fit to the data, the dark (light) shaded
region is the solar neutrino signal (background) component
of that best fit. The systematic uncertainty for this method of
signal extraction is estimated to be 0.7%.

1. Vertex shift systematic uncertainty

The systematic uncertainty resulting from the fiducial
volume cut comes from event vertex shifts. To calculate the
effect on the elastic scattering rate, the reconstructed vertex
positions of solar neutrino MC events are artificially shifted
following the arrows in Fig. 3, and the number of events
passing the fiducial volume cut with and without the
artificial shift are compared. Figure 18 shows the energy
dependence of the systematic uncertainty coming from the
shifting of the vertices. The increase below 4.99 MeV
comes from the reduced fiducial volume (smaller surface to
volume ratio), not from an energy dependence of the vertex
shift. The systematic uncertainty on the total rate is$0.2%.

2. Trigger efficiency systematic uncertainty

The trigger efficiency depends on the vertex position,
water transparency, number of hit PMTs, and response of
the front-end electronics. The systematic uncertainty

from the trigger efficiency is estimated by comparing
Ni-calibration data (see Sec. II C) with MC simula-
tion. For 3.49–3.99 MeV and 3.99–4.49 MeV, the differ-
ence between data and MC is −3.43$ 0.37% and
−0.86$ 0.31%, respectively [14]. Above 4.49 MeV the
trigger efficiency is 100% and its uncertainty is negligible.
The resulting total flux systematic uncertainty due to the
trigger efficiency is $0.1%.

3. Angular resolution systematic uncertainty

The angular resolution of electrons is defined as the
angle which includes 68% of events in the distribution of
the angular difference between their reconstructed direction
and their true direction. The MC prediction of the angular
resolution is checked and the systematic uncertainty is
estimated by comparing the difference in the reconstructed
and true directions of LINAC data and LINAC (see [12])
simulated events. This difference is shown in Table IV for
various energies. To estimate the systematic uncertainty on
the total flux, the signal shapes sangþij and sang−ij are varied by
shifting the reconstructed directions of the simulated solar
neutrino events by the uncertainty in the angular resolution.
These new signal shapes are used when extracting the total
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FIG. 18. Vertex shift systematic uncertainty on the flux. The
increase below 4.99 MeV comes from the tight fiducial volume
cut. (see text).

TABLE IV. Angular resolution difference between LINAC data
and simulated LINAC events for each SK phase. The energy
refers to the electron’s in-tank kinetic energy.

Energy (MeV) SK-I(%) SK-II(%) SK-III(%) SK-IV(%)

4.0 & & & & & & & & & 0.64
4.4 −1.64 & & & 0.74 0.68
5.3 −1.38 & & & & & & & & &
6.3 2.32 5.93 & & & 0.02
8.2 2.33 7.10 0.40 0.06
10.3 1.52 & & & & & & & & &
12.9 1.07 6.50 −0.27 0.22
15.6 0.88 & & & 0.39 & & &
18.2 & & & & & & & & & 0.31
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FIG. 17. Solar angle distribution for 3.49 to 19.5 MeV. θsun is
the angle between the incoming neutrino direction rν and the
reconstructed recoil electron direction rrec. θz is the solar zenith
angle. Black points are data while the histogram is the best fit to
the data. The dark (light) shaded region is the solar neutrino
signal (background) component of this fit.
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FIG. 41. (Color) Flux of 8B solar neutrinos that are µ or τ flavor
vs flux of electron neutrinos deduced from the three neutrino reactions
in SNO. The diagonal bands show the total 8B flux as predicted by
the BP2000 SSM [78] (dashed lines) and that measured with the NC
reaction in SNO (solid band). The intercepts of these bands with
the axes represent the ±1σ errors. The bands intersect at the fit
values for φe and φµτ , indicating that the combined flux results are
consistent with neutrino flavor transformation with no distortion in
the 8B neutrino energy spectrum.

in interpreting these results. Although the signal-extraction
fit has three free parameters, one should not subtract three
degrees of freedom for each χ2, since the fit is a global fit to
all three distributions. Furthermore, the actual signal extraction
is a fit to the three-dimensional data distribution, whereas the
χ2s are calculated with the marginal distributions. These “χ2”
values demonstrate that the weighted sum of the signal pdfs
provides a good match to the marginal energy, radial, and
angular distributions.

Figure 42 shows the marginal radial, angular, and energy
distributions of the data along with Monte Carlo predictions
for CC, ES and NC + background neutron events, scaled by
the fit results.

2. Results of fitting for flavor content

An alternative approach to doing a null hypothesis test for
neutrino flavor conversion, as discussed in Sec. VIII D, is to fit
for the fluxes of νe and νµτ directly. This is a simple change
of variables to the standard signal extraction. Fitting for the

TABLE XXI. χ 2 values between data
and fit for the energy, radial, and angular
distributions, for the fit using the constraint
that the effective kinetic energy spectrum
results from an undistorted 8B shape.

Distribution Number of bins χ 2

Energy 42 34.58
Radius 30 39.28
Angle 30 19.85
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FIG. 42. (Color) (a) Distribution of cos θ⊙ for Rfit ! 550 cm.
(b) Distribution of the radial variable R3 = (Rfit/RAV)3. (c) Kinetic
energy for Rfit ! 550 cm. Also shown are the Monte Carlo predictions
for CC, ES, and NC + background neutron events scaled to the fit
results and the calculated spectrum of β-γ background (Bkgd) events.
The dashed lines represent the summed components, and the bands
show ±1σ statistical uncertainties from the signal-extraction fit. All
distributions are for events with Teff " 5 MeV.

flavor content instead of the three signal fluxes, we find

φ(νe) = 1.76 ± 0.05 × 106 cm−2s−1,

φ(νµτ ) = 3.41 ± 0.45 × 106 cm−2s−1.

The statistical correlation coefficient between these values
is −0.678. We will discuss the statistical significance of
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of these backgrounds is assumed to be flat to at least
30 MeV based on a simulation following [12]. The atmos-
pheric ! spectrum [13] and interactions were modeled
using NUANCE [14]. We expect fewer than 9 neutron and
atmospheric ! events in the data-set. We observe 15 events
in the energy range 8.5–30 MeV, consistent with the limit
reported previously [15].

The accidental coincidence background above 0.9 MeV
is measured with a 10- to 20-s delayed-coincidence win-
dow to be 80:5! 0:1 events. Other backgrounds from (",
n) interactions and spontaneous fission are negligible.

Antineutrinos produced in the decay chains of 232Th and
238U in the Earth’s interior are limited to prompt energies
below 2.6 MeV. The expected geoneutrino flux at the
KamLAND location is estimated with a geological refer-
ence model [9], which assumes a radiogenic heat pro-
duction rate of 16 TW from the U and Th-decay chains.
The calculated !!e fluxes for U and Th-decay, including
a suppression factor of 0.57 due to neutrino oscillation,
are 2:24" 106 cm#2 s#1 (56.6 events) and 1:90"
106 cm#2 s#1 (13.1 events), respectively.

With no !!e disappearance, we expect 2179! 89$syst%
events from reactors. The backgrounds in the reactor en-
ergy region listed in Table II sum to 276:1! 23:5; we also
expect geoneutrinos. We observe 1609 events.

Figure 1 shows the prompt energy spectrum of selected
!!e events and the fitted backgrounds. The unbinned data
are assessed with a maximum likelihood fit to two-flavor
neutrino oscillation (with #13 & 0), simultaneously fitting

the geoneutrino contribution. The method incorporates the
absolute time of the event and accounts for time variations
in the reactor flux. Earth-matter oscillation effects are
included. The best fit is shown in Fig. 1. The joint con-
fidence intervals give "m2

21 & 7:58'0:14
#0:13$stat%'0:15

#0:15$syst% "
10#5 eV2 and tan2#12 & 0:56'0:10

#0:07$stat%'0:10
#0:06$syst% for

tan2#12 < 1. A scaled reactor spectrum with no distortion
from neutrino oscillation is excluded at more than 5$. An
independent analysis using cuts similar to Ref. [2] gives
"m2

21 & 7:66'0:22
#0:20 " 10#5 eV2 and tan2#12 & 0:52'0:16

#0:10.
The allowed contours in the neutrino oscillation parame-

ter space, including "%2-profiles, are shown in Fig. 2. Only
the so-called LMA-I region remains, while other regions
previously allowed by KamLAND at(2:2$ are disfavored
at more than 4$. For three-neutrino oscillation, the data
give the same result for "m2

21, but a slightly larger uncer-
tainty on #12. Incorporating the results of SNO [16] and
solar flux experiments [17] in a two-neutrino analysis with
KamLAND assuming CPT invariance, gives "m2

21 &
7:59'0:21

#0:21 " 10#5 eV2 and tan2#12 & 0:47'0:06
#0:05.

To determine the number of geoneutrinos, we fit the
normalization of the !!e energy spectrum from the U and
Th-decay chains simultaneously with the neutrino oscilla-
tion parameters using the KamLAND and solar data. There
is a strong anticorrelation between the U and Th-decay
chain geoneutrinos, and an unconstrained fit of the indi-
vidual contributions does not give meaningful results.
Fixing the Th/U mass ratio to 3.9 from planetary data
[18], we obtain a combined U' Th best fit value of $4:4!
1:6% " 106 cm#2 s#1 (73! 27 events), in agreement with
the reference model.

The KamLAND data, together with the solar ! data, set
an upper limit of 6.2 TW (90% C.L.) for a !!e reactor source
at the Earth’s center [19], assuming that the reactor pro-
duces a spectrum identical to that of a slow neutron artifi-
cial reactor.

The ratio of the background-subtracted !!e candidate
events, including the subtraction of geoneutrinos, to no-
oscillation expectation is plotted in Fig. 3 as a function of
L0=E. The spectrum indicates almost two cycles of the
periodic feature expected from neutrino oscillation.

In conclusion, KamLAND confirms neutrino oscillation,
providing the most precise value of "m2

21 to date and
improving the precision of tan2#12 in combination with
solar ! data. The indication of an excess of low-energy
antineutrinos consistent with an interpretation as geo-
neutrinos persists.
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FIG. 3 (color). Ratio of the background and geoneutrino-
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Fig. 1). The histogram and curve show the expectation account-
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only and do not include, for example, correlated systematic
uncertainties in the energy scale.
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