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ABSTRACTIn these notes, we study the Runge Kutta Discontinuous Galerkin method for nu-mericaly solving nonlinear hyperbolic systems and its extension for convection-dominated problems, the so-called Local Discontinuous Galerkin method. Examplesof problems to which these methods can be applied are the Euler equations of gas dy-namics, the shallow water equations, the equations of magneto-hydrodynamics, thecompressible Navier-Stokes equations with high Reynolds numbers, and the equa-tions of the hydrodynamic model for semiconductor device simulation. The mainfeatures that make the methods under consideration attractive are their formal high-order accuracy, their nonlinear stability, their high parallelizability, their ability tohandle complicated geometries, and their ability to capture the discontinuities orstrong gradients of the exact solution without producing spurious oscillations. Thepurpose of these notes is to provide a short introduction to the devising and analysisof these discontinuous Galerkin methods.
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PrefaceThere are several numerical methods using a DG formulation to discretize theequations in time, space, or both. In this monograph, we consider numerical meth-ods that use DG discretizations in space and combine it with an explicit Runge-Kutta time-marching algorithm. We thus consider the so-called Runge-Kutta dis-continuous Galerkin (RKDG) introduced and developed by Cockburn and Shu[17, 15, 14, 13, 19] for nonlinear hyperbolic systems and the so-called local dis-continuous Galerkin (LDG) for nonlinear convection-di�usion systems. The LDGmethods are an extension of the RKDG methods to convection-di�usion problemsproposed �rst by Bassi and Rebay [3] in the context of the compressible Navier-Stokes and recently extended to general convection-di�usion problems by Cockburnand Shu [18].Several properties are responsible for the increasing popularity of the abovementioned methods. The use of a DG discretization in space gives the methodsthe high-order accuracy, the exibility in handling complicated geometries, and theeasy to treat boundary conditions typical of the �nite element methods. Moreover,the use of discontinuous elements produces a block-diagonal mass matrix whoseblocks can be easily inverted by hand. This why after discretizing in time witha high-order accurate, explicit Runge-Kutta method, the resulting algorithm ishighly parallelizable. Finally, these methods incorporate in a very natural way thetechniques of `slope limiting' developed by van Leer [62, 63] that e�ectively dampout the spurious oscillations that tend to be produced around the discontinuitiesor strong gradients of the approximate solution.In these notes, we sudy these DG methods by following their historical devel-opment. Thus, we �rst study the RKDG method and then the LDG method. Tostudy the RKDG method, we start by considering their de�nition for the scalarequation in one-space dimension. Then, we consider the scalar equation in severalspace dimensions and �nally, we consider the case of multidimensional systems.The last chapter is devoted to the LDG methods.To study the RKDG method, we take the point of view that they are formallyhigh-order accurate `perturbations' of the so-called `monotone' schemes which arevery stable and formally �rst-order accurate. Indeed, the RKDG methods weredevised by trying to see if formally high-order accurate methods could be obtainedthat retained the remarkable stability of the monotone schemes. Of course, thisapproach is not new: It has been the basic idea in the devising of the so-called `high-resolution' schemes for �nite-di�erence and �nite-volume methods for nonlinearconservation laws. Thus, the RKDG method incorporates this very successful ideainto the framework of DG methods which have all the advantages of �nite elementmethods. 1



CHAPTER 1A historical overview1.1. The original Discontinuous Galerkin methodThe original discontinuous Galerkin (DG) �nite element method was introducedby Reed and Hill [54] for solving the neutron transport equation� u+ div( a u) = f;where � is a real number and a a constant vector. Because of the linear nature ofthe equation, the approximate solution given by the method of Reed and Hill canbe computed element by element when the elements are suitably ordered accordingto the characteristic direction.LeSaint and Raviart [41] made the �rst analysis of this method and proved arate of convergence of (�x)k for general triangulations and of (�x)k+1 for Carte-sian grids. Later, Johnson and Pitkar�anta [37] proved a rate of convergence of(�x)k+1=2 for general triangulations and Peterson [53] con�rmed this rate to beoptimal. Richter [55] obtained the optimal rate of convergence of (�x)k+1 for somestructured two-dimensional non-Cartesian grids.1.2. Nonlinear hyperbolic systems: The RKDG methodThe success of this method for linear equations, prompted several authors totry to extend the method to nonlinear hyperbolic conservation lawsut + dXi=1(fi(u))xi = 0;equipped with suitable initial or initial{boundary conditions. However, the intro-duction of the nonlinearity prevents the element-by-element computation of thesolution. The scheme de�nes a nonlinear system of equations that must be solvedall at once and this renders it computationally very ine�cient for hyperbolic prob-lems.� The one-dimensional scalar conservation law.To avoid this di�culty, Chavent and Salzano [8] contructed an explicit versionof the DG method in the one-dimensional scalar conservation law. To do that, theydiscretized in space by using the DG method with piecewise linear elements andthen discretized in time by using the simple Euler forward method. Although theresulting scheme is explicit, the classical von Neumann analysis shows that it isunconditionally unstable when the ratio �t�x is held constant; it is stable if �t�x is oforder p�x, which is a very restrictive condition for hyperbolic problems.To improve the stability of the scheme, Chavent and Cockburn [7] modi�edthe scheme by introducing a suitably de�ned `slope limiter' following the ideasintroduced by vanLeer in [62]. They thus obtained a scheme that was proven to1



2 1. A HISTORICAL OVERVIEWbe total variation diminishing in the means (TVDM) and total variation bounded(TVB) under a �xed CFL number, f 0 �t�x , that can be chosen to be less than orequal to 1=2. Convergence of a subsequence is thus guaranteed, and the numericalresults given in [7] indicate convergence to the correct entropy solutions. On theother hand, the scheme is only �rst order accurate in time and the `slope limiter' hasto balance the spurious oscillations in smooth regions caused by linear instability,hence adversely a�ecting the quality of the approximation in these regions.These di�culties were overcome by Cockburn and Shu in [17], where the�rst Runge Kutta Discontinuous Galerkin (RKDG) method was introduced. Thismethod was contructed by (i) retaining the piecewise linear DG method for thespace discretization, (ii) using a special explicit TVD second order Runge-Kuttatype discretization introduced by Shu and Osher in a �nite di�erence framework[57], [58], and (iii) modifying the `slope limiter' to maintain the formal accuracyof the scheme at extrema. The resulting explicit scheme was then proven linearlystable for CFL numbers less than 1=3, formally uniformly second order accurate inspace and time including at extrema, and TVBM. Numerical results in [17] indicategood convergence behavior: Second order in smooth regions including at extrema,sharp shock transitions (usually in one or two elements) without oscillations, andconvergence to entropy solutions even for non convex uxes.In [15], Cockburn and Shu extended this approach to construct (formally)high-order accurate RKDG methods for the scalar conservation law. To deviceRKDG methods of order k + 1, they used (i) the DG method with polynomials ofdegree k for the space discretization, (ii) a TVD (k + 1)-th order accurate explicittime discretization, and (iii) a generalized `slope limiter.' The generalized `slopelimiter' was carefully devised with the purpose of enforcing the TVDM propertywithout destroying the accuracy of the scheme. The numerical results in [15], fork = 1; 2, indicate (k+1)-th order order in smooth regions away from discontinuitiesas well as sharp shock transitions with no oscillations; convergence to the entropysolutions was observed in all the tests. These RKDG schemes were extended toone-dimensional systems in [14].� The multidimensional case.The extension of the RKDG method to the multidimensional case was done in[13] for the scalar conservation law. In the multidimensional case, the complicatedgeometry the spatial domain might have in practical applications can be easilyhandled by the DG space discretization. The TVD time discretizations remain thesame, of course. Only the construction of the generalized `slope limiter' representsa serious challenge. This is so, not only because of the more complicated form ofthe elements but also because of inherent accuracy barries imposed by the stabilityproperties.Indeed, since the main purpose of the `slope limiter' is to enforce the nonlinearstability of the scheme, it is essential to realize that in the multidimensional case, theconstraints imposed by the stability of a scheme on its accuracy are even greaterthan in the one dimensional case. Although in the one dimensional case it ispossible to devise high-order accurate schemes with the TVD property, this is nottrue in several space dimensions since Goodman and LeVeque [28] proved that anyTVD scheme is at most �rst order accurate. Thus, any generalized `slope limiter'that enforces the TVD property, or the TVDM property for that matter, wouldunavoidably reduce the accuracy of the scheme to �rst-order accuracy. This is whyin [13], Cockburn, Hou and Shu devised a generalized `slope limiter' that enforced



1.3. CONVECTION-DIFFUSION SYSTEMS: THE LDG METHOD 3a local maximum principles only since they are not incompatible with high-orderaccuracy. No other class of schemes has a proven maximum principle for genearalnonlinearities f , and arbitrary triangulations.The extension of the RKDG methods to general multidimensional systems wasstarted by Cockburn and Shu in [16] and has been recently completed in [19]. Beyand Oden [5] and more recently Bassi and Rebay [2] have studied applications ofthe method to the Euler equations of gas dynamics.� The main advantages of the RKDG method.The resulting RKDG schemes have several important advantages. First, like�nite element methods such as the SUPG-method of Hughes and Brook [29, 34,30, 31, 32, 33] (which has been analyzed by Johnson et al in [38, 39, 40]),the RKDG methods are better suited than �nite di�erence methods to handlecomplicated geometries. Moreover, the particular �nite elements of the DG spacediscretization allow an extremely simple treatment of the boundary conditions; nospecial numerical treatment of them is required in order to achieve uniform highorder accuracy, as is the case for the �nite di�erence schemes.Second, the method can easily handle adaptivity strategies since the re�ningor unre�ning of the grid can be done without taking into account the continuityrestrictions typical of conforming �nite element methods. Also, the degree of theapproximating polynomial can be easily changed from one element to the other.Adaptivity is of particular importance in hyperbolic problems given the complexityof the structure of the discontinuities. In the one dimensional case the Riemannproblem can be solved in closed form and discontinuity curves in the (x; t) planeare simple straight lines passing through the origin. However, in two dimensionstheir solutions display a very rich structure; see the works of Wagner [64], Lindquist[43], [42], Zhang and Zheng [68], and Zhang and Cheng [67]. Thus, methods whichallow triangulations that can be easily adapted to resolve this structure, have animportant advantage.Third, the method is highly parallelizable. Since the elements are discontinu-ous, the mass matrix is block diagonal and since the order of the blocks is equalto the number of degrees of freedom inside the corresponding elements, the blockscan be inverted by hand once and for all. Thus, at each Runge-Kutta inner step, toupdate the degrees of freedom inside a given element, only the degrees of freedomof the elements sharing a face are involved; communication between processors isthus kept to a minimum. Extensive studies of adaptivity and parallelizability issuesof the RKDG method were started by Biswas, Devine, and Flaherty [6] and thencontinued by deCougny et al. [20], Devine et al. [22, 21] and by �Ozturan et al.[52]. 1.3. Convection-di�usion systems: The LDG methodThe �rst extensions of the RKDG method to nonlinear, convection-di�usionsystems of the form @tu+r � F(u; D u) = 0; in (0; T )� 
;were proposed by Chen et al. [10], [9] in the framework of hydrodynamic modelsfor semiconductor device simulation. In these extensions, approximations of secondand third-order derivatives of the discontinuous approximate solution were obtainedby using simple projections into suitable �nite elements spaces. This projectionrequires the inversion of global mass matrices, which in [10] and [9] are `lumped'



4 1. A HISTORICAL OVERVIEWin order to maintain the high parallelizability of the method. Since in [10] and[9] polynomials of degree one are used, the `mass lumping' is justi�ed; however, ifpolynomials of higher degree were used, the `mass lumping' needed to enforce thefull parallelizability of the method could cause a degradation of the formal order ofaccuracy.Fortunately, this is not an issue with the methods proposed by Bassi and Rebay[3] (see also Bassi et al [2]) for the compressible Navier-Stokes equations. In thesemethods, the original idea of the RKDG method is applied to both u and Du whichare now considered as independent unknowns. Like the RKDG methods, the re-sulting methods are highly parallelizable methods of high-order accuracy which arevery e�cient for time-dependent, convection-dominated ows. The LDG methodsconsidered by Cockburn and Shu [18] are a generalization of these methods.The basic idea to construct the LDG methods is to suitably rewrite the originalsystem as a larger, degenerate, �rst-order system and then discretize it by theRKDG method. By a careful choice of this rewriting, nonlinear stability can beachieved even without slope limiters, just as the RKDG method in the purelyhyperbolic case; see Jiang and Shu [36].The LDG methods [18] are very di�erent from the so-called DiscontinuousGalerkin (DG) method for parabolic problems introduced by Jamet [35] and stud-ied by Eriksson, Johnson, and Thom�ee [27], Eriksson and Johnson [23, 24, 25, 26],and more recently by Makridakis and Babu�ska [50]. In the DG method, the ap-proximate solution is discontinuous only in time, not in space; in fact, the space dis-cretization is the standard Galerkin discretization with continuous �nite elements.This is in strong contrast with the space discretizations of the LDG methods whichuse discontinuous �nite elements. To emphasize this di�erence, those methodsare called Local Discontinuous Galerkin methods. The large amount of degreesof freedom and the restrictive conditions of the size of the time step for explicittime-discretizations, render the LDG methods ine�cient for di�usion-dominatedproblems; in this situation, the use of methods with continuous-in-space approxi-mate solutions is recommended. However, as for the successful RKDG methods forpurely hyperbolic problems, the extremely local domain of dependency of the LDGmethods allows a very e�cient parallelization that by far compensates for the extraamount of degrees of freedom in the case of convection-dominated ows.Karniadakis et al. have implemented and tested these methods for the com-pressible Navier Stokes equations in two and three space dimensions with impressiveresults; see [44], [45], [46], [47], and [65].1.4. The content of these notesIn these notes, we study the RKDG and LDG methods. Our exposition will bebased on the papers by Cockburn and Shu [17], [15], [14], [13], and [19] in whichthe RKDG method was developed and on the paper by Cockburn and Shu [18]which is devoted to the LDG methods. Numerical results from the papers by Bassiand Rebay [2], on the Euler equations of gas dynamics, and [3], on the compressibleNavier-Stokes equations, are also included.The emphasis in these notes is on how the above mentioned schemes were de-vised. As a consequence, the chapters that follow reect that development. Thus,Chapter 2, in which the RKDG schemes for the one-dimensional scalar conserva-tion law are constructed, constitutes the core of the notes because it contains all



1.4. THE CONTENT OF THESE NOTES 5the important ideas for the devicing of the RKDG methods; chapter 3 contains theextension to multidimensional systems; and chapter 4, the extension to convection-di�usion problems.We would like to emphasize that the guiding principle in the devicing of theRKDG methods for scalar conservation laws is to consider them as perturbationsof the so-called monotone schemes. As it is well-known, monotone schemes forscalar conservation laws are stable and converge to the entropy solution but areonly �rst-order accurate. Following a widespread approach in the �eld of numericalschemes for nonlinear conservation laws, the RKDG are constructed in such a waythat they are high-order accurate schemes that `become' a monotone scheme whena piecewise-constant approximation is used. Thus, to obtain high-order accurateRKDG schemes, we `perturb' the piecewise-constant approximation and allow it tobe piecewise a polynomial of arbitrary degree. Then, the conditions under which thestability properties of the monotone schemes are still valid are sought and enforcedby means of the generalized `slope limiter.' The fact that it is possible to do sowithout destroying the accuracy of the RKDG method is the crucial point thatmakes this method both robust and accurate.The issues of parallelization and adaptivity developed by Biswas, Devine, andFlaherty [6], deCougny et al. [20], Devine et al. [22, 21] and by �Ozturan et al.[52] are certainly very important. Another issue of importance is how to renderthe method computationaly more e�cient, like the quadrature rule-free versionsof the RKDG method recently studied by Atkins and Shu [1]. However, thesetopics fall beyond the scope of these notes whose main intention is to provide asimple introduction to the topic of discontinuous Galerkin methods for convection-dominated problems.
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CHAPTER 2The scalar conservation law in one spacedimension2.1. IntroductionIn this section, we introduce and study the RKDG method for the followingsimple model problem: ut + f(u)x = 0; in (0; 1)� (0; T ); (2.1.1)u(x; 0) = u0(x); 8 x 2 (0; 1); (2.1.2)and periodic boundary conditions. This section has material drawn from [17] and[15]. 2.2. The discontinuous Galerkin-space discretization2.2.1. The weak formulation. To discretize in space, we proceed as follows.For each partition of the interval (0; 1), fxj+1=2 gNj=0, we set Ij = (xj�1=2; xj+1=2),�j = xj+1=2 � xj�1=2 for j = 1; : : : ; N , and denote the quantity max1�j�N �j by�x .We seek an approximation uh to u such that for each time t 2 [0; T ], uh(t)belongs to the �nite dimensional spaceVh = V kh � fv 2 L1(0; 1) : vjIj 2 P k(Ij); j = 1; : : : ; Ng; (2.2.3)where P k(I) denotes the space of polynomials in I of degree at most k. In order todetermine the approximate solution uh, we use a weak formulation that we obtainas follows. First, we multiply the equations (2.1.1) and (2.1.2) by arbitrary, smoothfunctions v and integrate over Ij , and get, after a simple formal integration byparts, ZIj @t u(x; t) v(x) dx � ZIj f(u(x; t)) @x v(x) dx (2.2.4)+f(u(xj+1=2; t)) v(x�j+1=2)� f(u(xj�1=2; t)) v(x+j�1=2) = 0;ZIj u(x; 0) v(x) dx = ZIj u0(x) v(x) dx: (2.2.5)7



8 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONNext, we replace the smooth functions v by test functions vh belonging to the �niteelement space Vh, and the exact solution u by the approximate solution uh. Sincethe function uh is discontinuous at the points xj+1=2, we must also replace thenonlinear `ux' f(u(xj+1=2; t)) by a numerical `ux' that depends on the two valuesof uh at the point (xj+1=2; t), that is, by the functionh(u)j+1=2(t) = h(u(x�j+1=2; t); u(x+j+1=2; t)); (2.2.6)that will be suitably chosen later. Note that we always use the same numerical uxregardless of the form of the �nite element space. Thus, the approximate solutiongiven by the DG-space discretization is de�ned as the solution of the following weakformulation: 8 j = 1; : : : ; N; 8 vh 2 P k(Ij) :ZIj @t uh(x; t) vh(x) dx � ZIj f(uh(x; t)) @x vh(x) dx (2.2.7)+h(uh)j+1=2(t) vh(x�j+1=2)� h(uh)j�1=2(t) vh(x+j�1=2) = 0;ZIj uh(x; 0) vh(x) dx = ZIj u0(x) vh(x) dx: (2.2.8)2.2.2. Incorporating the monotone numerical uxes. To complete thede�nition of the approximate solution uh, it only remains to choose the numericalux h. To do that, we invoke our main point of view, namely, that we want toconstruct schemes that are perturbations of the so-called monotone schemes becausemonotone schemes, although only �rst-order accurate, are very stable and convergeto the entropy solution. More precisely, we want that in the case k = 0, that is,when the approximate solution uh is a piecewise-constant function, our DG-spacediscretization gives rise to a monotone scheme.Since in this case, for x 2 Ij we can writeuh(x; t) = u0j ;we can rewrite our weak formulation (2.2.7), (2.2.8) as follows:8 j = 1; : : : ; N :@t u0j (t) + �h(u0j (t); u0j+1(t))� h(u0j�1(t); u0j (t))	=�j = 0;u0j (0) = 1�j ZIj u0(x) dx;



2.2. THE DISCONTINUOUS GALERKIN-SPACE DISCRETIZATION 9and it is well-known that this de�nes a monotone scheme if h(a; b) is a Lipschitz,consistent, monotone ux, that is, if it is,(i) locally Lipschitz and consistent with the ux f(u), i.e., h(u; u) = f(u),(ii) a nondecreasing function of its �rst argument, and(iii) a nonincreasing function of its second argument.The best-known examples of numerical uxes satisfying the above properties arethe following:(i) The Godunov ux:hG(a; b) = ( mina�u�b f(u) ; if a � b;maxa�u�b f(u) ; if a > b;(ii) The Engquist-Osher ux:hEO(a; b) = Z b0 min(f 0(s); 0) ds+ Z a0 max(f 0(s); 0) ds+ f(0);(iii) The Lax-Friedrichs ux:hLF (a; b) = 12 [f(a) + f(b)� C (b� a)];C = maxinf u0(x)�s�supu0(x) jf 0(s)j;(iv) The local Lax{Friedrichs ux:hLLF (a; b) = 12 [f(a) + f(b)� C(b� a)];C = maxmin(a;b)�s�max(a;b) jf 0(s)j;(v) The Roe ux with `entropy �x':hR(a; b) =8><>:f(a); if f 0(u) � 0 for u 2 [min(a; b); max(a; b)];f(b); if f 0(u) � 0 for u 2 [min(a; b);max(a; b)];hLLF (a; b); otherwise:For the ux h, we can use the Godunov ux hG since it is well-known that thisis the numerical ux that produces the smallest amount of arti�cial viscosity. Thelocal Lax-Friedrichs ux produces more arti�cial viscosity than the Godunov ux,but their performances are remarkably similar. Of course, if f is too complicated, wecan always use the Lax-Friedrichs ux. However, numerical experience suggests thatas the degree k of the approximate solution increases, the choice of the numericalux does not have a signi�cant impact on the quality of the approximations.2.2.3. Diagonalizing the mass matrix. If we choose the Legendre polyno-mials P` as local basis functions, we can exploit their L2-orthogonality, namely,Z 1�1 P`(s)P`0(s) ds = � 22`+ 1� �` `0 ;and obtain a diagonal mass matrix. Indeed, if for x 2 Ij , we express our approxi-mate solution uh as follows:uh(x; t) = kX̀=0 uj̀ '`(x);



10 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONwhere '`(x) = P`(2 (x� xj)=�j);the weak formulation (2.2.7), (2.2.8) takes the following simple form:8 j = 1; : : : ; N and ` = 0; : : : ; k :� 12`+ 1�@t uj̀(t)� 1�j ZIj f(uh(x; t)) @x'`(x) dx+ 1�j�h(uh(xj+1=2))(t) � (�1)` h(uh(xj�1=2))(t)� = 0;uj̀(0) = 2`+ 1�j ZIj u0(x)'`(x) dx;where we have use the following properties of the Legendre polynomials:P`(1) = 1; P`(�1) = (�1)`:This shows that after discretizing in space the problem (2.1.1), (2.1.2) by theDG method, we obtain a system of ODEs for the degrees of freedom that we canrewrite as follows: ddt uh = Lh(uh); in (0; T ); (2.2.9)uh(t = 0) = u0h: (2.2.10)The element Lh(uh) of Vh is, of course, the approximation to �f(u)x provided bythe DG-space discretization.Note that if we choose a di�erent local basis, the local mass matrix could be afull matrix but it will always be a matrix of order (k+1). By inverting it by meansof a symbolic manipulator, we can always write the equations for the degrees offreedom of uh as an ODE system of the form above.2.2.4. Convergence analysis of the linear case. In the linear case f(u) =c u, the L1(0; T ;L2(0; 1))-accuracy of the method (2.2.7), (2.2.8) can be establishedby using the L1(0; T ;L2(0; 1))-stability of the method and the approximation prop-erties of the �nite element space Vh.Note that in this case, all the uxes displayed in the examples above coincideand are equal to h(a; b) = c a+ b2 � j c j2 (b� a): (2.2.11)The following results are thus for this numerical ux.



2.2. THE DISCONTINUOUS GALERKIN-SPACE DISCRETIZATION 11We state the L2-stability result in terms of the jumps of uh across xj+1=2 whichwe denote by [uh ]j+1=2 � uh(x+j+1=2)� uh(x�j+1=2):Proposition 2.1. (L2-stability) We have,12kuh(T ) k2L2(0;1) +�T (uh ) � 12ku0 k2L2(0;1);where �T (uh ) = j c j2 R T0 P1�j�N [uh(t) ]2j+1=2 dt:Note how the jumps of uh are controled by the L2-norm of the initial condition.This control reects the subtle built-in dissipation mechanism of the DG-methodsand is what allows the DG-methods to be more accurate than the standard Galerkinmethods. Indeed, the standard Galerkin method has an order of accuracy equal tok whereas the DG-methods have an order of accuray equal to k+1=2 for the samesmoothness of the initial condition.Theorem 2.1. Suppose that the initial condition u0 belongs to Hk+1(0; 1). Lete be the approximation error u� uh. Then we have,k e(T ) kL2(0;1) � C ju0 jHk+1(0;1)(�x)k+1=2 ;where C depends solely on k, j c j, and T .It is also possible to prove the following result if we assume that the initialcondition is more regular. Indeed, we have the following result.Theorem 2.2. Suppose that the initial condition u0 belongs to Hk+2(0; 1). Lete be the approximation error u� uh. Then we have,k e(T ) kL2(0;1) � C ju0 jHk+2(0;1)(�x)k+1;where C depends solely on k, j c j, and T .The Theorem 2.1 is a simpli�ed version of a more general result proven in 1986by Johnson and Pitk�aranta [37] and the Theorem 2.2 is a simpli�ed version ofa more general result proven in 1974 by LeSaint and Raviart [41]. To provide asimple introduction to the techniques used in these more general results, we givenew proofs of these theorems in an appendix to this chapter.The above theorems show that the DG-space discretization results in a (k+1)th-order accurate scheme, at least in the linear case. This gives a strong indicationthat the same order of accuracy should hold in the nonlinear case when the exactsolution is smooth enough, of course.Now that we know that the DG-space discretization produces a high-orderaccurate scheme for smooth exact solutions, we consider the question of how doesit behave when the ux is a nonlinear function.2.2.5. Convergence analysis in the nonlinear case. To study the conver-gence properties of the DG-method, we �rst study the convergence properties ofthe solution w of the following problem:wt + f(w)x = (�(w)wx)x; in (0; 1)� (0; T ); (2.2.12)w(x; 0) = u0(x); 8 x 2 (0; 1); (2.2.13)



12 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONand periodic boundary conditions. We then mimic the procedure to study theconvergence of the DG-method for the piecewise-constant case. The general DG-method will be considered later after having introduced the Runge-Kutta time-discretization.The continuous case as a model. In order to compare u and w, it is enoughto have (i) an entropy inequality and (ii) uniform boundedness of kwx kL1(0;1).Next, we show how to obtain these properties in a formal way.We start with the entropy inequality. To obtain such an inequality, the basicidea is to multiply the equation (2.2.12) by U 0(w � c), where U(�) denotes theabsolute value function and c denotes an arbitrary real number. SinceU 0(w � c)wt = U(w � c)t;U 0(w � c) f(w)x = �U 0(w � c) (f(w)� f(c))� � F (w; c)x;U 0(w � c) (�(w)wx)x = �Z wc U 0(�� c) �(�) d��xx � U 00(w � c) �(w) (wx)2� �(w; c)xx � U 00(w � c) �(w) (wx)2;we obtain U(w � c)t + F (w; c)x � �(w; c)xx � 0; in (0; 1)� (0; T );which is nothing but the entropy inequality we wanted.To obtain the uniform boundedness of kwx kL1(0;1), the idea is to multiply theequation (2.2.12) by �(U 0(wx))x and integrate on x from 0 to 1. SinceZ 10 �(U 0(wx))x wt = Z 10 U 0(wx) (wx)t = ddtkwx kL1(0;1);Z 10 �(U 0(wx))x f(w)x = � Z 10 U 00(wx)wxx f 0(w)wx = 0;Z 10 �(U 0(wx))x (�(w)wx)x = � Z 10 U 00(wx)wxx (�0(w) (wx)2 + �(w)wxx)= � Z 10 U 00(wx) �(w) (wxx)2 � 0;we immediately get that ddtkwx kL1(0;1) � 0;and so, kwx kL1(0;1) � k (u0)x kL1(0;1); 8 t 2 (0; T ):When the function u0 has discontinuities, the same result holds with the total vari-ation of u0 ,ju0 jTV (0;1), replacing the quantity k (u0)x kL1(0;1); these two quantitiescoincide when u0 2 W 1;1(0; 1).With the two above ingredients, the following error estimate, obtained in 1976by Kuznetsov, can be proved:Theorem 2.3. We haveku(T )� w(T ) kL1(0;1) � ju0 jTV (0;1)p8T �;where � = sups2[inf u0;supu0] �(s).



2.2. THE DISCONTINUOUS GALERKIN-SPACE DISCRETIZATION 13The piecewise-constant case. Let consider the simple case of the DG-method that uses a piecewise-constant approximate solution:8 j = 1; : : : ; N :@t uj + �h(uj ; uj+1)� h(uj�1; uj)	=�j = 0;uj(0) = 1�j ZIj u0(x) dx;where we have dropped the superindex `0.' We pick the numerical ux h to be theEngquist-Osher ux.According to the model provided by the continuous case, we must obtain (i) anentropy inequality and (ii) the uniform boundedness of the total variation of uh.To obtain the entropy inequality, we multiply our equation by U 0(uj � c):@t U(uj � c) + U 0(uj � c)�h(uj ; uj+1)� h(uj�1; uj)	=�j = 0:The second term in the above equation needs to be carefully treated. First, werewrite the Engquist-Osher ux in the following form:hEO(a; b) = f+(a) + f�(b);and, accordingly, rewrite the second term of the equality above as follows:STj = U 0(uj � c)�f+(uj)� f+(uj�1)	 + U 0(uj � c)�f�(uj+1)� f�(uj)	:Using the simple identityU 0(a� c)(g(a)� g(b)) = G(a; c)�G(b; c) + Z ba (g(b)� g(�))U 00(�� x) d�:where G(a; c) = R ac U 0(�� c) g(�) d�, we getSTj = F+(uj ; c)� F+(uj�1; c) + Z uj�1uj (f+(uj�1)� f+(�))U 00(�� x) d�+F�(uj+1; c)� F�(uj ; c)� Z uj+1uj (f�(uj+1)� f�(�))U 00(�� x) d�= F (uj ; uj+1; c)� F (uj�1; uj ; c) + �diss;jwhere F (a; b; c) = F+(a; c) + F�(b; c);�diss;j = + Z uj�1uj (f+(uj�1)� f+(�))U 00(�� x) d�� Z uj+1uj (f�(uj+1)� f�(�))U 00(�� x) d�:



14 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONWe thus get@t U(uj � c) + �F (uj ; uj+1; c)� F (uj�1; uj ; c)	=�j +�diss;j=�j = 0:Since, f+ and �f� are nondecreasing functions, we easily see that�diss;j � 0;and we obtain our entropy inequality:@t U(uj � c) + �F (uj ; uj+1; c)� F (uj�1; uj ; c)	=�j � 0:Next, we obtain the uniform boundedness on the total variation. To do that,we follow our model and multiply our equation by a discrete version of �(U 0(wx))x,namely, v0j = � 1�j�U 0�uj+1 � uj�j+1=2 �� U 0�uj � uj�1�j�1=2 ��;where �j+1=2 = (�j + �j+1)=2, multiply it by �j and sum over j from 1 to N .We easily obtainddt juh jTV (0;1) + X1�j�N v0j �h(uj ; uj+1)� h(uj�1; uj)	 = 0;where juh jTV (0;1) � X1�j�N juj+1 � uj j:According to our continuous model, the second term in the above equalityshould be positive. Let us see that this is indeed the case:v0j �h(uj ; uj+1)� h(uj�1; uj)	 = v0j �f+(uj)� f+(uj�1)	+ v0j �f�(uj+1)� f�(uj)	� 0;by the de�nition of v0j , f+, and f�. This implies thatjuh(t) jTV (0;1) � juh(0) jTV (0;1) � ju0 jTV (0;1):With the two above ingredients, the following error estimate, obtained in 1976by Kuznetsov, can be proved:Theorem 2.4. We haveku(T )� uh(T ) kL1(0;1) � ku0 � uh(0) kL1(0;1) + C ju0 jTV (0;1)pT �x:2.3. The TVD-Runge-Kutta time discretizationTo discretize our ODE system in time, we use the TVD Runge Kutta timediscretization introduced in [60]; see also [57] and [58].



2.3. THE TVD-RUNGE-KUTTA TIME DISCRETIZATION 152.3.1. The discretization. Thus, if ftngNn=0 is a partition of [0; T ] and �tn =tn+1 � tn; n = 0; :::; N � 1, our time-marching algorithm reads as follows:� Set u0h = u0h;� For n = 0; :::; N � 1 compute un+1h from unh as follows:1. set u(0)h = unh;2. for i = 1; :::; k + 1 compute the intermediate functions:u(i)h = (i�1Xl=0 �ilu(l)h + �il�tnLh(u(l)h )) ;3. set un+1h = u(k+1)h .Note that this method is very easy to code since only a single subroutine de�ningLh(uh) is needed. Some Runge-Kutta time discretization parameters are displayedon the table below. Table 1Parameters of some practical Runge-Kutta time discretizationsorder �il �il maxf�il=�ilg2 1 1 112 12 0 121 13 34 14 0 14 113 0 23 0 0 232.3.2. The stability property. Note that all the values of the parameters�il displayed in the table below are nonnegative; this is not an accident. Indeed,this is a condition on the parameters �il that ensures the stability propertyjun+1h j � junh j;provided that the `local' stability propertyjw j � j v j; (2.3.14)where w is obtained from v by the following `Euler forward' step,w = v + � Lh(v); (2.3.15)holds for values of j � j smaller than a given number �0.



16 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONFor example, the second-order Runke-Kutta method displayed in the tableabove can be rewritten as follows:u(1)h = unh +�t Lh(unh);wh = u(1)h +�t Lh(u(1)h );un+1h = 12(unh + wh):Now, assuming that the stability property (2.3.14), (2.3.15) is satis�ed for�0 = j�t maxf�il=�ilg j = �t;we have ju(1)h j � junh j; jwh j � ju(1)h j;and so, jun+1h j � 12( junh j+ jwh j) � junh j:Note that we can obtain this result because the coe�cients �il are positive! Runge-Kutta methods of this type of order up to order 5 can be found in [58].The above example shows how to prove the following more general result.Theorem 2.5. Assume that the stability property for the single `Euler forward'step (2.3.14), (2.3.15) is satis�ed for�0 = max0�n�N j�tn maxf�il=�ilg j:Assume also that all the coe�cients �il are nonnegative and satisfy the followingcondition: i�1Xl=0 �il = 1; i = 1; : : : ; k + 1:Then junh j � ju0h j; 8n � 0:This stability property of the TVD-Runge-Kutta methods is crucial since itallows us to obtain the stability of the method from the stability of a single `Eulerforward' step.Proof of Theorem 2.5. We start by rewriting our time discretization asfollows:� Set u0h = u0h;� For n = 0; :::; N � 1 compute un+1h from unh as follows:1. set u(0)h = unh;2. for i = 1; :::; k + 1 compute the intermediate functions:u(i)h = i�1Xl=0 �il w(il)h ;where w(il)h = u(l)h + �il�il �tn Lh(u(l)h );3. set un+1h = u(k+1)h .



2.3. THE TVD-RUNGE-KUTTA TIME DISCRETIZATION 17We then haveju(i)h j � i�1Xl=0 �il jw(il)h j; since �il � 0;� i�1Xl=0 �il ju(l)h j; by the stability property (2.3.14), (2.3.15);� max0�l�i�1 ju(l)h j; since i�1Xl=0 �il = 1:It is clear now that that Theorem 2.5 follows from the above inequality by a simpleinduction argument.2.3.3. Remarks about the stability in the linear case. For the linearcase f(u) = c u, Chavent and Cockburn [7] proved that for the case k = 1, i.e., forpiecewise-linear approximate solutions, the single `Euler forward' step is uncondi-tionally L1(0; T ;L2(0; 1))-unstable for any �xed ratio �t=�x. On the other hand,in [17] it was shown that if a Runge-Kutta method of second order is used, thescheme is L1(0; T ;L2(0; 1))-stable provided thatc �t�x � 13 :This means that we cannot deduce the stability of the complete Runge-Kuttamethod from the stability of the single `Euler forward' step. As a consequence,we cannot apply Theorem 2.5 and we must consider the complete method at once.Our numerical experiments show that when polynomial of degree k are used,a Runge-Kutta of order (k + 1) must be used. In this case, the L1(0; T ;L2(0; 1))-stability condition is the following:c �t�x � 12k + 1 :There is no rigorous proof of this fact yet.At a �rst glance, this stability condition, also called the Courant-Friedrichs-Levy (CFL) condition, seems to compare unfavorably with that of the well-known�nite di�erence schemes. However, we must remember that in the DG-methodsthere are (k + 1) degrees of freedom in each element of size �x whereas for �nitedi�erence schemes there is a single degree of freedom of each cell of size �x. Also,if a �nite di�erence scheme is of order (k + 1) its so-called stencil must be of atleast (2k+1) points, whereas the DG-scheme has a stencil of (k+1) elements only.2.3.4. Convergence analysis in the nonlinear case. Now, we explorewhat is the impact of the explicit Runge-Kutta time-discretization on the con-vergence properties of the methods under consideration. We start by consideringthe piecewise-constant case.



18 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONThe piecewise-constant case. Let us begin by considering the simplest case,namely, 8 j = 1; : : : ; N :(un+1j � unj )=�t+ �h(unj ; unj+1)� h(unj�1; unj )	=�j = 0;uj(0) = 1�j ZIj u0(x) dx;where we pick the numerical ux h to be the Engquist-Osher ux.According to the model provided by the continuous case, we must obtain (i) anentropy inequality and (ii) the uniform boundedness of the total variation of uh.To obtain the entropy inequality, we proceed as in the semidiscrete case andobtain the following result; see [12] for details.Theorem 2.6. We have�U(un+1j � c)� U(unj � c)	=�t + �F (unj ; unj+1; c)� F (unj�1; unj ; c)	=�j+ �ndiss;j=�t = 0;where �ndiss;j = Z unjun+1j (pj(unj )� pj(�))U 00(�� x) d�+�t�j Z unj�1un+1j (f+(unj�1)� f+(�))U 00(�� x) d���t�j Z unj+1un+1j (f�(unj+1)� f�(�))U 00(�� x) d�;and pj(w) = w � �t�j (f+(w) � f�(w)):Moreover, if the following CFL condition is satis�edmax1�j�N �t�j j f 0 j � 1;then �ndiss;j � 0, and the following entropy inequality holds:�U(un+1j � c)� U(unj � c)	=�t+ �F (unj ; uj+1; c)� F (uj�1; uj ; c)	=�j � 0:Note that �ndiss;j � 0 because f+, �f�, are nondecreasing and because pj isalso nondecreasing under the above CFL condition.Next, we obtain the uniform boundedness on the total variation. Proceding asbefore, we easily obtain the following result.Theorem 2.7. We havejun+1h jTV (0;1) � junh jTV (0;1) +�nTV = 0;



2.3. THE TVD-RUNGE-KUTTA TIME DISCRETIZATION 19where �nTV = X1�j�N �U 0nj+1=2 � U 0n+1j+1=2 � (pj+1=2(unj+1)� pj+1=2(unj )+ X1�j�N �t�j �U 0nj�1=2 � U 0n+1j+1=2 � (f+(unj )� f+(unj�1))� X1�j�N �t�j �U 0nj+1=2 � U 0n+1j�1=2 � (f�(unj+1)� f�(unj ))where U 0mi+1=2 = U 0�umi+1 � umi�i+1=2 �;and pj+1=2(w) = s� �t�j+1 f+(w) + �t�j f�(w):Moreover, if the following CFL condition is satis�edmax1�j�N �t�j j f 0 j � 1;then �nTV � 0, and we havejunh jTV (0;1) � ju0 jTV (0;1):With the two above ingredients, the following error estimate, obtained in 1976by Kuznetsov, can be proved:Theorem 2.8. We haveku(T )� uh(T ) kL1(0;1) � ku0 � uh(0) kL1(0;1) + C ju0 jTV (0;1)pT �x:The general case. The study of the general case is much more di�cult thanthe study of the monotone schemes. In these notes, we restrict ourselves to thestudy of the stability of the RKDG schemes. Hence, we restrict ourselves to thetask of studying under what conditions the total variation of the local means isuniformly bounded.If we denote by uj the mean of uh on the interval Ij , by setting vh = 1 in theequation (2.2.7), we obtain,8 j = 1; : : : ; N :(uj)t + �h(u�j+1=2; u+j+1=2)� h(u�j�1=2; u+j�1=2)	=�j = 0;where u�j+1=2 denotes the limit from the left and u+j+1=2 the limit from the right.We pick the numerical ux h to be the Engquist-Osher ux.



20 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONThis shows that if we set wh equal to the Euler forward step uh+ � Lh(uh), weobtain 8 j = 1; : : : ; N :(wj � uj )=� + �h(u�j+1=2; u+j+1=2)� h(u�j�1=2; u+j�1=2)	=�j = 0:Proceeding exactly as in the piecewise-constant case, we obtain the following resultfor the total variation of the avergages,juh jTV (0;1) � X1�j�N juj+1 � uj j:Theorem 2.9. We havejwh jTV (0;1) � juh jTV (0;1) +�TVM = 0;where�TVM = X1�j�N �U 0j+1=2 � U 0j+1=2 � (pj+1=2(uhjIj+1 )� pj+1=2(uhjIj )+ X1�j�N ��j �U 0j�1=2 � U 0j+1=2 � (f+(u�j+1=2)� f+(u�j�1=2))� X1�j�N ��j �U 0j+1=2 � U 0j�1=2� (f�(u+j+1=2)� f�(u+j�1=2))where U 0i+1=2 = U 0�ui+1 � ui�i+1=2 �;and pj+1=2(uhjIm) = um � ��j+1 f+(u�m+1=2) + ��j f�(u+m�1=2):From the above result, we see that the total variation of the means of the Eulerforward step is nonincreasing if the following three conditions are satis�ed:sgn(uj+1 � uj ) = sgn( pj+1=2(uhjIj+1)� pj+1=2(uhjIj ) ); (2.3.16)sgn(uj � uj�1 ) = sgn(un;�j+1=2 � un;�j�1=2 ); (2.3.17)sgn(uj+1 � uj ) = sgn(un;+j+1=2 � un;+j�1=2 ): (2.3.18)Note that if the properties (2.3.16) and (2.3.17) are satis�ed, then the property(2.3.18) can always be satis�ed for a small enough values of j � j.Of course, the numerical method under consideration does not provide an ap-proximate solution automatically satisfying the above conditions. It is thus nec-essary to enforce them by means of a suitably de�ned generalized slope limiter,'��h.



2.4. THE GENERALIZED SLOPE LIMITER 212.4. The generalized slope limiter2.4.1. High-order accuracy versus the TVDM property: Heuristics.The ideal generalized slope limiter ��h� Maintains the conservation of mass element by element,� Sati�es the properties (2.3.16), (2.3.17), and (2.3.18),� Does not degrade the accuracy of the method.The �rst requirement simply states that the slope limiting must not change thetotal mass contained in each interval, that is, if uh = ��h(vh),uj = vj ; j = 1; : : : ; N:This is, of course a very sensible requirement because after all we are dealing withconsevation laws. It is also a requirement very easy to satisfy.The second requirement, states that if uh = ��h(vh) and wh = uh + � Lh(uh)then jwh jTV (0;1) � juh jTV (0;1);for small enough values of j � j.The third requirement deserves a more delicate discussion. Note that if uh is avery good approximation of a smooth solution u in a neigborhood of the point x0, itbehaves (asymptotically as �x goes to zero) as a straight line if ux(x0) 6= 0. If x0 isan isolated extrema of u, then it behaves like a parabola provided uxx(x0) 6= 0. Now,if uh is a straightline, it trivially satis�es conditions (2.3.16) and (2.3.17). However,if uh is a parabola, conditions (2.3.16) and (2.3.17) are not always satis�ed. Thisshows that it is impossible to construct the above ideal generalized `solpe limiter,'or, in other words, that in order to enforce the TVDM property, we must loosehigh-order accuracy at the local extrema. This is a very well-known phenomenonfor TVD �nite di�erence schemes!Fortunatelly, it is still possible to construct generalized slope limiters that dopreserve high-order accuracy even at local extrema. The resulting scheme will thennot be TVDM but total variation bounded in the means (TVBM) as we will show.In what follows we �rst consider generalized slope limiters that render theRKDG schemes TVDM. Then we suitably modify them in order to obtain TVBMschemes.2.4.2. Constructing TVDM generalized slope limiters. Next, we lookfor simple, su�cient conditions on the function uh that imply the conditions (2.3.16),(2.3.17), and (2.3.18). These conditions will be stated in terms of the minmod func-tion m de�ned as follows:m (a1; : : : ; a�) = (s min1�n�� j an j; if s = sign(a1) = � � � = sign(a�);0; otherwise:Theorem 2.10. Suppose the the following CFL condition is satis�ed:j � j ( j f+ jLip�j+1 + j f� jLip�j ) � 1=2; j = 1; : : : ; N: (2.4.19)



22 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONThen, conditions (2.3.16), (2.3.17), and (2.3.18) are satis�ed if, for all j = 1; : : : ; N ,we have thatu�j+1=2 � uj = m (u�j+1=2 � uj ; uj � uj�1; uj+1 � uj) (2.4.20)uj � u+j�1=2 = m (uj � u+j�1=2; uj � uj�1; uj+1 � uj): (2.4.21)Proof. Let us start by showing that the property (2.3.17) is satis�ed. Wehave: u�j+1=2 � u�j�1=2 = (u�j+1=2 � uj) + (uj � uj�1) + (uj�1 � u�j�1=2)= � (uj � uj�1);where � = 1 + u�j+1=2 � ujuj � uj�1 � u�j�1=2 � uj�1uj � uj�1 2 [0; 2];by conditions (2.4.20) and (2.4.21). This implies that the property (2.3.17) is sat-is�ed. Properties (2.3.18) and (2.3.16) are proven in a similar way. This completesthe proof.2.4.3. Examples of TVDM generalized slope limiters.a. The MUSCL limiter. In the case of piecewise linear approximate solu-tions, that is, vhjIj = vj + (x� xj) vx;j ; j = 1; : : : ; N;the following generalized slope limiter does satisfy the conditions (2.4.20) and(2.4.21): uhjIj = vj + (x� xj)m (vx;j ; vj+1 � vj�j ; vj � vj�1�j ):This is the well-known slope limiter of the MUSCL schemes of vanLeer [62, 63].b. The less restrictive limiter ��1h. The following less restrictive slopelimiter also satis�es the conditions (2.4.20) and (2.4.21):uhjIj = vj + (x� xj)m (vx;j ; vj+1 � vj�j=2 ; vj � vj�1�j=2 ):Moreover, it can be rewritten as follows:u�j+1=2 = vj +m ( v�j+1=2 � vj ; vj � vj�1; vj+1 � vj) (2.4.22)u+j�1=2 = vj �m ( vj � v+j�1=2; vj � vj�1; vj+1 � vj): (2.4.23)We denote this limiter by ��1h.Note that we have thatk vh � ��1h(vh) kL1(0;1) � �x2 j vh jTV (0;1):See Theorem 2.13 below.



2.4. THE GENERALIZED SLOPE LIMITER 23c. The limiter ��kh. In the case in which the approximate solution is piece-wise a polynomial of degree k, that is, whenvh(x; t) = kX̀=0 vj̀ '`(x);where '`(x) = P`(2 (x� xj)=�j);and P` are the Legendre polynomials, we can de�ne a generalized slope limiter in avery simple way. To do that, we need the de�ne what could be called the P 1-partof vh: v1h(x; t) = 1X̀=0 vj̀ '`(x);We de�ne uh = ��h(vh) as follows:� For j = 1; :::; N compute uhjIj as follows:1. Compute u�j+1=2 and u+j�1=2 by using (2.4.22) and (2.4.23),2. If u�j+1=2 = v�j+1=2 and u+j�1=2 = v+j�1=2 set uhjIj = vhjIj ,3. If not, take uhjIj equal to ��1h(v1h).d. The limiter ��kh;�. When instead of (2.4.22) and (2.4.23), we useu�j+1=2 = vj +m ( v�j+1=2 � vj ; vj � vj�1; vj+1 � vj ; C (�x)�) (2.4.24)u+j�1=2 = vj �m ( vj � v+j�1=2; vj � vj�1; vj+1 � vj ; C (�x)�); (2.4.25)for some �xed constant C and � 2 (0; 1), we obtain a generalized slope limiter wedenote by ��kh;�.This generalized slope limiter is never used in practice, but we consider it herebecause it is used for theoretical purposes; see Theorem 2.13 below.2.4.4. The complete RKDG method. Now that we have our generalizedslope limiters, we can display the complete RKDG method. It is contained in thefollowing algorith:� Set u0h = ��h PVh(u0);� For n = 0; :::; N � 1 compute un+1h as follows:1. set u(0)h = unh;2. for i = 1; :::; k + 1 compute the intermediate functions:u(i)h = ��h(i�1Xl=0 �il u(l)h + �il�tnLh(u(l)h )) ;3. set un+1h = u(k+1)h .This algorithm describes the complete RKDG method. Note how the generalizedslope limiter has to be applied at each intermediate computation of the Runge-Kutta method. This way of appying the generalized slope limiter in the time-marching algorithm ensures that the scheme is TVDM, as we next show.



24 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSION2.4.5. The TVDM property of the RKDGmethod. To do that, we startby noting that if we setuh = ��h(vh); wh = uh + � Lh(uh);then we have that juh jTV (0;1) � j vh jTV (0;1); (2.4.26)jwh jTV (0;1) � juh jTV (0;1); 8 j � j � �0; (2.4.27)where ��10 = 2 maxj ( j f+ jLip�j+1 + j f� jLip�j ) j = 1; : : : ; N;by Theorem 2.10. By using the above two properties of the generalized slopelimiter,' it is possible to show that the RKDG method is TVDM.Theorem 2.11. Assume that the generalized slope limiter ��h satis�es theproperties (2.4.26) and (2.4.27). Assume also that all the coe�cients �il are non-negative and satisfy the following condition:i�1Xl=0 �il = 1; i = 1; : : : ; k + 1:Then junh jTV (0;1) � ju0 jTV (0;1); 8n � 0:Proof of Theorem 2.11. The proof of this result is very similar to the proofof Theorem 2.5. Thus, we start by rewriting our time discretization as follows:� Set u0h = u0h;� For n = 0; :::; N � 1 compute un+1h from unh as follows:1. set u(0)h = unh;2. for i = 1; :::; k + 1 compute the intermediate functions:u(i)h = ��h(i�1Xl=0 �il w(il)h ) ;where w(il)h = u(l)h + �il�il �tn Lh(u(l)h );3. set un+1h = u(k+1)h .



2.4. THE GENERALIZED SLOPE LIMITER 25Then have, ju(i)h jTV (0;1) � j i�1Xl=0 �il w(il)h jTV (0;1); by (2.4.26);� i�1Xl=0 �il jw(il)h jTV (0;1); since �il � 0;� j i�1Xl=0 �il u(l)h jTV (0;1); by (2.4.27);� max0�l�i�1 ju(l)h jTV (0;1); since i�1Xl=0 �il = 1:It is clear now that that the inequalityjunh jTV (0;1) � ju0h jTV (0;1); 8n � 0:follows from the above inequality by a simple induction argument. To obtain theresult of the theorem, it is enough to note that we haveju0h jTV (0;1) � ju0 jTV (0;1);by the de�nition of the initial condition u0h. This completes the proof.2.4.6. TVBM generalized slope limiters. As was pointed out before, it ispossible to modify the generalized slope limiters displayed in the examples abovein such a way that the degradation of the accuracy at local extrema is avoided.To achieve this, we follow Shu [59] and modify the de�nition of the generalizedslope limiters by simply replacing the minmod function m by the TVB correctedminmod function �m de�ned as follows:�m (a1; :::; am) = (a1; if ja1j �M(�x)2;m (a1; :::; am); otherwise; (2.4.28)whereM is a given constant. We call the generalized slope limiters thus constructed,TVBM slope limiters.The constant M is, of course, an upper bound of the absolute value of thesecond-order derivative of the solution at local extrema. In the case of the nonlinearconservation laws under consideration, it is easy to see that, if the initial data ispiecewise C2, we can takeM = supf j (u0)xx(y) j; y : (u0)x(y) = 0g:See [15] for other choices of M .Thus, if the constant M is is taken as above, there is no degeneracy of accu-racy at the extrema and the resulting RKDG scheme retains its optimal accuracy.Moreover, we have the following stability result.Theorem 2.12. Assume that the generalized slope limiter ��h is a TVBMslope limiter. Assume also that all the coe�cients �il are nonnegative and satisfythe following condition: i�1Xl=0 �il = 1; i = 1; : : : ; k + 1:



26 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONThen junh jTV (0;1) � ju0 jTV (0;1) + CM; 8n � 0;where C depends on k only.2.4.7. Convergence in the nonlinear case. By using the stability abovestability results, we can use the Ascoli-Arzel�a theorem to prove the following con-vergence result.Theorem 2.13. Assume that the generalized slope limiter ��h is a TVDM ora TVBM slope limiter. Assume also that all the coe�cients �il are nonnegative andsatisfy the following condition:i�1Xl=0 �il = 1; i = 1; : : : ; k + 1:Then there is a subsequence fuh0gh0>0 of the sequence fuhgh>0 generate by theRKDG scheme that converges in L1(0; T ;L1(0; 1)) to a weak solution of the problem(2.1.1), (2.1.2).Moreover, if the TVBM version of the slope limiter ��kh;� is used, the weaksolution is the entropy solution and the whole sequence converges.Finally, if the generalized slope limiter ��h is such thatk vh � ��h(vh) kL1(0;1) � C�x j vh jTV (0;1);then the above results hold not only to the sequence of the means fuhgh>0 but tothe sequence of the functions fuhgh>0.2.5. Computational resultsIn this section, we display the performance of the RKDG schemes in a simplebut typical test problem. We use piecewise linear (k = 1) and piecewise quadratic(k = 2) elements; the ��kh generalized slope limter is used. Our purpose is to showthat (i) when the constantM is properly chosen, the RKDG method using polyno-mials of degree k is is order k+1 in the uniform norm away from the discontinuities,that (ii) it is computationally more e�cient to use high-degree polynomial approx-imations, and that (iii) shocks are captured in a few elements without productionof spurious oscillationsWe solve the Burger's equation with a periodic boundary condition:ut + (u22 )x = 0;u(x; 0) = u0(x) = 14 + 12 sin(�(2x� 1)):The exact solution is smooth at T = :05 and has a well developed shock atT = 0:4. Notice that there is a sonic point. In Tables 1,2, and 3, the historyof convergence of the RKDG method using piecewise linear elements is dsplayedand in Tables 4,5, and 6, the history of convergence of the RKDG method usingpiecewise quadratic elements. It can be seen that when the TVDM generalizedslope limiter is used, i.e., when we takeM = 0, there is degradation of the accuracyof the scheme, whereas when the TVBM generalized slope limiter is used with aproperly chosen constant M , i.e., when M = 20 � 2�2, the scheme is uniformlyhigh order in regions of smoothness that include critical and sonic points.



2.6. CONCLUDING REMARKS 27Next, we compare the e�ciency of the RKDG schemes for k = 1 and k = 2for the case M = 20 and T = 0:05. We de�ne the inverse of the e�ciency ofthe method as the product of the error times the number of operations. Since theRKDG method that uses quadratic elements has 0:3=0:2 times more time steps, 3=2times more inner iterations per time step, and 3=2 time more unknowns in space,its number of operations is 27=8 times bigger than the one of the RKDH methodusing linear elements. Hence, the ratio of the e�ciency of the RKDG method withquadratic elements to that of the RKDG method with linear elements isr = 827 error(RKDG(k = 1)error(RKDG(k = 2) :The results are displayed in Table 7. We can see that the e�ciency of the RKDGscheme with quadratic polynomials is several times that of the RKDG scheme withlinear polynomials even for very small values of �x. We can also see that the ratior of e�ciencies is proportional to (�x)�1, which is expected for smooth solutions.This indicates that it is indeed more e�cient to work with RKDG methods usingpolynomials of higher degree.That this is also true when the solution displays discontinuities can be seen�gures 1, and 2. In the �gure 1, it can be seen that the shock is captured inessentially two elements. A zoom of these �gures is shown in �gure 2, where theapproximation right in front of the shock is shown. It is clear that the approximationusing quadratic elements is superior to the approximation using linear elements.2.6. Concluding remarksIn this section, which is the core of these notes, we have devised the generalRKDG method for nonlinear scalar conservation laws with periodic boundary con-ditions.We have seen that the RKDG are constructed in three steps. First, the Discon-tinuous Galerkin method is used to discretize in space the conservation law. Then,an explicit TVB-Runge-Kutta time discretizationis used to discretize the result-ing ODE system. Finally, a generalized slope limiter is introduced that enforcesnonlinear stability without degrading the accuracy of the scheme.We have seen that the numerical results show that the RKDG methods usingpolynomials of degree k; k = 1; 2 are uniformly (k + 1)-th order accurate awayfrom discontinuities and that the use of high degree polynomials render the RKDGmethod more e�cient, even close to discontinuities.All these results can be extended to the initial boundary value problem, see[15]. In what follows, we extend the RKDG methods to multidimensional systems.



28 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONTable 1P 1, M = 0, CFL= 0:3, T = 0:05.L1(0; 1)� error L1(0; 1)� error�x 105 � error order 105 � error order1/10 1286.23 - 3491.79 -1/20 334.93 1.85 1129.21 1.631/40 85.32 1.97 449.29 1.331/80 21.64 1.98 137.30 1.711/160 5.49 1.98 45.10 1.611/320 1.37 2.00 14.79 1.611/640 0.34 2.01 4.85 1.601/1280 0.08 2.02 1.60 1.61Table 2P 1, M = 20, CFL= 0:3, T = 0:05.L1(0; 1)� error L1(0; 1)� error�x 105 � error order 105 � error order1/10 1073.58 - 2406.38 -1/20 277.38 1.95 628.12 1.941/40 71.92 1.95 161.65 1.961/80 18.77 1.94 42.30 1.931/160 4.79 1.97 10.71 1.981/320 1.21 1.99 2.82 1.931/640 0.30 2.00 0.78 1.861/1280 0.08 2.00 0.21 1.90



2.6. CONCLUDING REMARKS 29Table 3Errors in smooth region 
 = fx : jx� shockj � 0:1g.P 1, M = 20, CFL= 0:3, T = 0:4.L1(
)� error L1(
)� error�x 105 � error order 105 � error order1/10 1477.16 - 17027.32 -1/20 155.67 3.25 1088.55 3.971/40 38.35 2.02 247.35 2.141/80 9.70 1.98 65.30 1.921/160 2.44 1.99 17.35 1.911/320 0.61 1.99 4.48 1.951/640 0.15 2.00 1.14 1.981/1280 0.04 2.00 0.29 1.99Table 4P 2, M = 0, CFL= 0:2, T = 0:05.L1(0; 1)� error L1(0; 1)� error�x 105 � error order 105 � error order1/10 2066.13 - 16910.05 -1/20 251.79 3.03 3014.64 2.491/40 42.52 2.57 1032.53 1.551/80 7.56 2.49 336.62 1.61



30 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONTable 5P 2, M = 20, CFL= 0:2, T = 0:05.L1(0; 1)� error L1(0; 1)� error�x 105 � error order 105 � error order1/10 37.31 - 101.44 -1/20 4.58 3.02 13.50 2.911/40 0.55 3.05 1.52 3.151/80 0.07 3.08 0.19 3.01Table 6Errors in smooth region 
 = fx : jx� shockj � 0:1g.P 2, M = 20, CFL= 0:2, T = 0:4.L1(
)� error L1(
)� error�x 105 � error order 105 � error order1/10 786.36 - 16413.79 -1/20 5.52 7.16 86.01 7.581/40 0.36 3.94 15.49 2.471/80 0.06 2.48 0.54 4.84Table 7Comparison of the e�ciencies of RKDG schemes for k = 2 and k = 1M = 20, T = 0:05.L1-norm L1-norm�x eff:ratio order eff:ratio order1/10 8.52 - 7.03 -1/20 17.94 -1.07 46.53 -2.731/40 38.74 -1.11 106.35 -1.191/80 79.45 -1.04 222.63 -1.07
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Figure 1. Comparison of the exact and the approximate solutionobtained with M = 20, �x = 1=40 at T = :4: Piecewise linearelements (top) and piecewise quadratic elements (bottom)
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Figure 2. Detail of previous �gure. Behavior of the approximatesolutions four elements in front of the shock: Exact solution (solidline), piecewise linear solution (dotted line), and piecewise qua-dratic solution (dashed line).2.7. Appendix: Proof of the L2-error estimates in the linear case2.7.1. Proof of the L2-stability. In this section, we prove the the stabilityresult of Proposition 2.1. To do that, we �rst show how to obtain the correspond-ing stability result for the exact solution and then mimic the argument to obtainProposition 2.1.The continuous case as a model. We start by rewriting the equations(2.2.4) in compact form. If in the equations (2.2.4) we replace v(x) by v(x; t), sumon j from 1 to N , and integrate in time from 0 to T , we obtainB (u; v) = 0; 8 v : v(t) is smooth 8 t 2 (0; T ); (2.7.29)where B (u; v) = Z T0 Z 10 � @tu(x; t) v(x; t) � c u(x; t) @x v(x; t)	 dx dt: (2.7.30)Taking v = u, we easily see that we see thatB (u; u) = 12ku(T ) k2L2(0;1) � 12ku0 k2L2(0;1);and since B (u; u) = 0;



2.7. APPENDIX: PROOF OF THE L2-ERROR ESTIMATES IN THE LINEAR CASE 33by (2.7.29), we immediately obtain the following L2-stability result:12ku(T ) k2L2(0;1) = 12ku0 k2L2(0;1):This is the argument we have to mimic in order to prove Proposition 2.1.The discrete case. Thus, we start by �nding the discrete version of the formB (�; �). If we replace v(x) by vh(x; t) in the equation (2.2.7), sum on j from 1 to N ,and integrate in time from 0 to T , we obtainB h (uh; vh) = 0; 8 vh : vh(t) 2 V kh 8 t 2 (0; T ): (2.7.31)where B h (uh; vh) = Z T0 Z 10 @tuh(x; t) vh(x; t) dx dt (2.7.32)� Z T0 X1�j�N ZIj c uh(x; t) @x vh(x; t) dx dt� Z T0 X1�j�N h(uh)j+1=2(t) [ vh(t) ]j+1=2 dt:Following the model provided by the continuous case, we next obtain an ex-pression for Bh (wh; wh). It is contained in the following result which will provedlater.Lemma 2.14. We haveBh (wh; wh) = 12kwh(T ) k2L2(0;1) +�T (wh)� 12kwh(0) k2L2(0;1);where �T (wh ) = j c j2 R T0 P1�j�N [wh(t) ]2j+1=2 dt:Taking wh = uh in the above result and noting that by (2.7.31),Bh (uh; uh) = 0;we get the equality12kuh(T ) k2L2(0;1) +�T (uh) = 12kuh(0) k2L2(0;1);from which Proposition 2.1 easily follows, since12kuh(T ) k2L2(0;1) � 12ku0 k2L2(0;1);by (2.2.8). It only remains to prove Lemma 2.14.Proof of Lemma 2.14. After setting uh = vh = wh in the de�nition of Bh ,(2.7.32), we getB h (wh; wh) = 12kwh(T ) k2L2(0;1) + Z T0 �diss(t) dt� 12kwh(0) k2L2(0;1);



34 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONwhere�diss(t) = � X1�j�N �h(wh)j+1=2(t) [wh(t) ]j+1=2 + ZIj cwh(x; t) @x wh(x; t) dx�:We only have to show that R T0 �diss(t) dt = �T (wh). To do that, we proceed asfollows. Dropping the dependence on the variable t and settingwh(xj+1=2) = 12(wh(x�j+1=2) + wh(x+j+1=2) );we have, by the de�nition of the ux h, (2.2.11),� X1�j�N ZIj h(wh)j+1=2 [wh ]j+1=2 = � X1�j�N f cwh [wh ]� j c j2 [wh ]2 gj+1=2;and � X1�j�N ZIj cwh(x) @x wh(x) dx = c2 X1�j�N [w2h ]j+1=2= c X1�j�N fwh [wh ]gj+1=2Hence �diss(t) = j c j2 X1�j�N [uh(t)]2j+1=2;and the result follows. This completes the proof of Lemma 2.14.This completes the proof of Proposition 2.1.2.7.2. Proof of the Theorem 2.1. In this section, we prove the error esti-mate of Theorem 2.1 which holds for the linear case f(u) = c u. To do that, we�rst show how to estimate the error between the solutions w� = (u� ; q�)t, � = 1; 2;of @t u� + @x f(u�) = 0 in (0; T )� (0; 1);u�(t = 0) = u0;� ; on (0; 1):Then, we mimic the argument in order to prove Theorem 2.1.The continuous case as a model. By the de�nition of the form B (�; �),(2.7.30), we have, for � = 1; 2,B (w� ; v) = 0; 8 v : v(t) is smooth 8 t 2 (0; T ):Since the form B (�; �) is bilinear, from the above equation we obtain the so-callederror equation:B (e; v) = 0; 8 v : v(t) is smooth 8 t 2 (0; T ): (2.7.33)where e = w1 � w2. Now, sinceB (e; e) = 12k e(T ) k2L2(0;1) � 12k e(0) k2L2(0;1);and B (e; e) = 0;



2.7. APPENDIX: PROOF OF THE L2-ERROR ESTIMATES IN THE LINEAR CASE 35by the error equation (2.7.33), we immediately obtain the error estimate we sought:12k e(T ) k2L2(0;1) = 12ku0;1 � u0;2 k2L2(0;1):To prove Theorem 2.1, we only need to obtain a discrete version of this argument.The discrete case. Since,Bh (uh; vh) = 0; 8 vh : v(t) 2 Vh 8 t 2 (0; T );Bh (u; vh) = 0; 8 vh : vh(t) 2 Vh 8 t 2 (0; T );by (2.2.7) and by equations (2.2.4), respectively, we easily obtain our error equation:B h (e; vh) = 0; 8 vh : vh(t) 2 Vh 8 t 2 (0; T ); (2.7.34)where e = w � wh.Now, according to the continuous case argument, we should consider next thequantity B h (e; e); however, since e(t) is not in the �nite element space Vh, it is moreconvenient to consider Bh (Ph(e);Ph(e)), where Ph(e(t)) is the L2-projection of theerror e(t) into the �nite element space V kh .The L2-projection of the function p 2 L2(0; 1) into Vh, Ph(p), is de�ned as theonly element of the �nite element space Vh such thatR 10 �Ph(p)(x)� p(x) � vh(x) dx = 0; 8 vh 2 Vh: (2.7.35)Note that in fact uh(t = 0) = Ph(u0), by (2.2.8).Thus, by Lemma 2.14, we haveB h (Ph(e);Ph(e)) = 12kPh(e(T )) k2L2(0;1) +�T (Ph(e))� 12kPh(e(0)) k2L2(0;1);and since Ph(e(0)) = Ph(u0 � uh(0)) = Ph(u0)� uh(0) = 0;and Bh (Ph(e);Ph(e)) = Bh (Ph(e)� e;Ph(e)) = B h (Ph(u)� u;Ph(e));by the error equation (2.7.34), we get12kPh(e(T )) k2L2(0;1) +�T (Ph(e)) = Bh (Ph(u)� u;Ph(e)): (2.7.36)It only remains to estimate the right-hand sideB (Ph(u)� u;Ph(e));which, according to our continuous model, should be small.Estimating the right-hand side. To show that this is so, we must suitablytreat the term B (Ph(w)�w;Ph(e)). We start with the following remarkable result.Lemma 2.15. We haveBh (Ph(u)� u;Ph(e)) = � Z T0 X1�j�N h(Ph(u)� u)j+1=2(t) [Ph(e)(t) ]j+1=2 dt:



36 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONProof Setting p = Ph(u) � u and vh = Ph(e) and recalling the de�nition ofBh (�; �), (2.7.32), we haveBh (p; vh) = Z T0 Z 10 @tp(x; t) vh(x; t) dx dt� Z T0 X1�j�N ZIj c p(x; t) @x vh(x; t) dx dt� Z T0 X1�j�N h(p)j+1=2(t) [ vh(t) ]j+1=2 dt= � Z T0 X1�j�N h(p)j+1=2(t) [ vh(t) ]j+1=2 dt;by the de�nition of the L2-projection (2.7.35). This completes the proof.Now, we can see that a simple application of Young's inequality and a stan-dard approximation result should give us the estimate we were looking for. Theapproximation result we need is the following.Lemma 2.16. If w 2 Hk+1(Ij [ Ij+1), thenjh(Ph(w)� w)(xj+1=2) j � ck (�x)k+1=2 j c j2 jw jHk+1(Ij[Ij+1);where the constant ck depends solely on k.Proof. Dropping the argument xj+1=2 we have, by the de�nition (2.2.11) ofthe ux h,jh(P(w)� w) j = c2(Ph(w)+ + Ph(w)�)� j c j2 (Ph(w)+ � Ph(w)�)� cw= c� j c j2 (Ph(w)+ � w) + c+ j c j2 (Ph(w)� � w)� j c j maxf jPh(w)+ � w j; jPh(w)� � w j gand the result follows from the properties of Ph after a simple application of theBramble-Hilbert lemma; see [11]. This completes the proof.An immediate consequence of this result is the estimate we wanted.Lemma 2.17. We haveBh (Ph(u)� u;Ph(e)) � c2k (�x)2k+1 j c j2 T ju0 j2Hk+1(0;1) + 12 �T (Ph(e));where the constant ck depends solely on k.Proof. After using Young's inequality in the right-hand side of Lemma 2.15,we get Bh (Ph(u)� u;Ph(e)) � Z T0 X1�j�N 1j c j jh(Ph(u)� u)j+1=2(t) j2+ Z T0 X1�j�N j c j4 [Ph(e)(t) ]2j+1=2 dt:



2.7. APPENDIX: PROOF OF THE L2-ERROR ESTIMATES IN THE LINEAR CASE 37By Lemma 2.16 and the de�nition of the form �T , we getBh (Ph(u)� u;Ph(e)) � c2k (�x)2k+1 j c j4 Z T0 X1�j�N ju j2Hk+1(Ij[Ij+1) + 12 �T (Ph(e))� c2k (�x)2k+1 j c j2 T ju0 j2Hk+1(0;1) + 12 �T (Ph(e)):This completes the proof.Conclusion. Finally, inserting in the equation (2.7.36) the estimate of its righthand side obtained in Lemma 2.17, we getkPh(e(T )) k2L2(0;1) +�T (Ph(e)) � ck (�x)2k+1 j c jT ju0 j2Hk+1(0;1);Theorem 2.1 now follows from the above estimate and from the following inequality:k e(T ) kL2(0;1) � ku(T )� Ph(u(T )) kL2(0;1) + kPh(e(T )) kL2(0;1)� c0k (�x)k+1 ju0 jHk+1(0;1) + kPh(e(T )) kL2(0;1):2.7.3. Proof of the Theorem 2.2. To prove Theorem 2.2, we only have tosuitably modify the proof of Theorem 2.1. The modi�cation consists in replacingthe L2-projection of the error, Ph(e), by another projection that we denote byRh (e).Given a function p 2 L1(0; 1) that is continuous on each element Ij , we de�neRh (p) as the only element of the �nite element space Vh such that8 j = 1; : : : ; N : Rh(p)(xj;`)� p(xj;`) = 0; ` = 0; : : : ; k;(2.7.37)where the points xj;` are the Gauss-Radau quadrature points of the interval Ij . Wetake xj;k = xj+1=2; if c > 0; and xj;0 = xj�1=2; if c < 0: (2.7.38)The special nature of the Gauss-Radau quadrature points is captured in the follow-ing property: 8' 2 P `(Ij); ` � k; 8 p 2 P 2k�`(Ij) :ZIj (Rh (p)(x)� p(x))'(x) dx = 0: (2.7.39)Compare this equality with (2.7.35).The quantity B h (Rh (e);Rh (e)). To prove our error estimate, we start byconsidering the quantity Bh (Rh (e);Rh (e)). By Lemma 2.14, we haveBh (Rh (e);Rh (e)) = 12kRh(e(T )) k2L2(0;1) +�T (Rh (e))� 12kRh(e(0)) k2L2(0;1);and sinceB h (Rh (e);Rh (e)) = B h (Rh (e)� e;Rh(e)) = B h (Rh (u)� u;Rh(e));



38 2. THE SCALAR CONSERVATION LAW IN ONE SPACE DIMENSIONby the error equation (2.7.34), we get12kRh(e(T )) k2L2(0;1) +�T (Rh (e)) = 12kRh(e(0)) k2L2(0;1) + Bh (Rh (u)� u;Rh (e)):Next, we estimate the term B (Rh (u)� u;Rh(e)).Estimating B (Rh (u)� u;Rh (e)). The following result corresponds to Lemma2.15.Lemma 2.18. We haveBh (Rh (u)� u; vh) = Z T0 Z 10 (Rh (@tu)(x; t)� @tu(x; t)) vh(x; t) dx dt� Z T0 X1�j�N ZIj c (Rh (u)(x; t)� u(x; t)) @x vh(x; t) dx dt:Proof Setting p = Rh (u) � u and vh = Rh(e) and recalling the de�nition ofBh (�; �), (2.7.32), we haveBh (p; vh) = Z T0 Z 10 @tp(x; t) vh(x; t) dx dt� Z T0 X1�j�N ZIj c p(x; t) @x vh(x; t) dx dt� Z T0 X1�j�N h(p)j+1=2(t) [ vh(t) ]j+1=2 dt:But, from the de�nition (2.2.11) of the ux h, we haveh(R(u) � u) = c2(Rh (u)+ + Rh (u)�)� j c j2 (Rh (u)+ � Rh (u)�)� c u= c� j c j2 (Rh (u)+ � u) + c+ j c j2 (Rh (u)� � u)= 0;by (2.7.38) and the result follows.Next, we need some approximation results.Lemma 2.19. If w 2 Hk+2(Ij), and vh 2 P k(Ij), then���� ZIj (Rh (w) � w)(x) vh(x) dx ���� � ck (�x)k+1 jw jHk+1(Ij) k vh kL2(Ij);���� ZIj (Rh (w) � w)(x) @x vh(x) dx ���� � ck (�x)k+1 jw jHk+2(Ij ) k vh kL2(Ij);where the constant ck depends solely on k.Proof. The �rst inequality follows from the property (2.7.39) with ` = k andfrom standard approximation results. The second follows in a similar way from theproperty 2.7.39 with ` = k � 1 and a standard scaling argument. This completesthe proof.An immediate consequence of this result is the estimate we wanted.



2.7. APPENDIX: PROOF OF THE L2-ERROR ESTIMATES IN THE LINEAR CASE 39Lemma 2.20. We haveBh (Rh (u)� u;Rh (e)) � ck (�x)k+1 ju0 jHk+2(0;1) Z T0 kRh(e(t)) kL2(0;1) dt;where the constant ck depends solely on k and j c j.Conclusion. Finally, inserting in the equation (2.7.36) the estimate of its righthand side obtained in Lemma 2.20, we getkRh(e(T )) k2L2(0;1) + �T (Rh (e)) � kRh (e(0)) k2L2(0;1)+ck (�x)k+1 ju0 jHk+2(0;1) Z T0 kRh (e(t)) kL2(0;1) dt:After applying a simple variation of the Gronwall lemma, we obtainkRh (e(T )) kL2(0;1) � kRh (e(0))(x) kL2(0;1) + ck (�x)k+1 T ju0 jHk+2(0;1)� c0k(�x)k+1 ju0 jHk+2(0;1):Theorem 2.2 now follows from the above estimate and from the following in-equality:k e(T ) kL2(0;1) � ku(T )� Rh (u(T )) kL2(0;1) + kRh (e(T )) kL2(0;1)� c0k (�x)k+1 ju0 jHk+1(0;1) + kRh (e(T )) kL2(0;1):
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CHAPTER 3The RKDG method for multidimensional systems3.1. IntroductionIn this section, we extend the RKDG methods to multidimensional systems:ut +rf(u) = 0; in 
� (0; T ); (3.1.1)u(x; 0) = u0(x); 8 x 2 
; (3.1.2)and periodic boundary conditions. For simplicity, we assume that 
 is the unitcube.This section is essentially devoted to the description of the algorithms andtheir implementation details. The practitioner should be able to �nd here all thenecessary information to completely code the RKDG methods.This section also contains two sets of numerical results for the Euler equationsof gas dynamics in two space dimensions. The �rst set is devoted to transient com-putations and domains that have corners; the e�ect of using triangles or rectanglesand the e�ect of using polynomials of degree one or two are explored. The mainconclusions from these computations are that (i) the RKDG method works as wellwith triangles as it does with rectangles and that (ii) the use of high-order polyno-mials does not deteriorate the approximation of strong shocks and is advantageousin the approximation of contact discontinuities.The second set concerns steady state computations with smooth solutions. Forthese computations, no generalized slope limiter is needed. The e�ect of (i) thequality of the approximation of curved boundaries and of (ii) the degree of thepolynomials on the quality of the approximate solution is explored. The mainconclusions from these computations are that (i) a high-order approximation of thecurve boundaries introduces a dramatic improvement on the quality of the solutionand that (ii) the use of high-degree polynomials is advantageous when smoothsolutions are shought.This section contains material from the papers [14], [13], and [19]. It alsocontains numerical results from the paper by Bassi and Rebay [2] in two dimensionsand from the paper by Warburton, Lomtev, Kirby and Karniadakis [65] in threedimensions. 3.2. The general RKDG methodThe RKDG method for multidimensional systems has the same structure it hasfor one-dimensional scalar conservation laws, that is,� Set u0h = ��h PVh(u0);� For n = 0; :::; N � 1 compute un+1h as follows:41



42 3. THE RKDG METHOD FOR MULTIDIMENSIONAL SYSTEMS1. set u(0)h = unh;2. for i = 1; :::; k + 1 compute the intermediate functions:u(i)h = ��h(i�1Xl=0 �ilu(l)h + �il�tnLh(u(l)h )) ;3. set un+1h = u(k+1)h .In what follows, we describe the operator Lh that results form the DG-spacediscretization, and the generalized slope limiter ��h.3.2.1. The Discontinuous Galerkin space discretization. To show howto discretize in space by the DG method, it is enough to consider the case in whichu is a scalar quantity since to deal with the general case in which u, we apply thesame procedure component by component.Once a triangulation Th of 
 has been obtained, we determine Lh(�) as follows.First, we multiply (3.1.1) by vh in the �nite elemen space Vh, integrate over theelement K of the triangulation Th and replace the exact solution u by its approxi-mation uh 2 Vh:ddt ZK uh(t; x) vh(x) dx + ZK div f(uh(t; x)) vh(x) dx = 0; 8vh 2 Vh:Integrating by parts formally we obtainddt RK uh(t; x) vh(x) dx +Pe2@K Re f(uh(t; x)) � ne;K vh(x) d�� RK f(uh(t; x)) � grad vh(x) dx = 0; 8vh 2 Vh;where ne;K is the outward unit normal to the edge e. Notice that f(uh(t; x)) �ne;K does not have a precise meaning, for uh is discontinuous at x 2 e 2 @K.Thus, as in the one dimensional case, we replace f(uh(t; x)) � ne;K by the functionhe;K(uh(t; xint(K)); uh(t; xext(K))). The function he;K(�; �) is any consistent two{point monotone Lipschitz ux, consistent with f(u) � ne;K .In this way we obtainddt RK uh(t; x)vh(x) dx +Pe2@K Re he;K(t; x) vh(x) d�� RK f(uh(t; x)) � grad vh(x) dx = 0; 8 vh 2 Vh:Finally, we replace the integrals by quadrature rules that we shall choose as follows:Re he;K(t; x) vh(x) d� �PLl=1 !l he;K(t; xel) v(xel)jej; (3.2.3)RK f(uh(t; x)) � grad vh(x) dx �PMj=1 !j f(uh(t; xKj)) � grad vh(xKj)jKj: (3.2.4)



3.2. THE GENERAL RKDG METHOD 43Thus, we �nally obtain the weak formulation:ddt Rk uh(t; x)vh(x)dx +Pe2@K PLl=1 !l he;K(t; xel) v(xel)jej�PMj=1 !j f(uh(t; xKj)) � gradvh(xKj)jKj = 0; 8vh 2 Vh; 8K 2 Th:These equations can be rewritten in ODE form as ddtuh = Lh(uh; h). Thisde�nes the operator Lh(uh), which is a discrete approximation of �div f(u). Thefollowing result gives an indication of the quality of this approximation.Proposition 3.1. Let f(u) 2 W k+2;1(
), and set  = trace(u). Let thequadrature rule over the edges be exact for polynomials of degree (2k+1), and letthe one over the element be exact for polynomials of degree (2k). Assume that thefamily of triangulations F = fThgh>0 is regular, i.e., that there is a constant � suchthat: hK�K � �; 8K 2 Th; 8Th 2 F; (3.2.5)where hK is the diameter of K, and �K is the diameter of the biggest ball includedin K. Then, if V (K) � P k(K); 8 K 2 Th:kLh(u; ) + div f(u)kL1(
) � C hk+1jf(u)jWk+2;1(
):For a proof, see [13].3.2.2. The form of the generalized slope limiter ��h. The constructionof generalized slope limiters ��h for several space dimensions is not a trivial matterand will not be discussed in these notes; we refer the interested reader to the paperby Cockburn, Hou, and Shu [13].In these notes, we restrict ourselves to displaying very simple, practical, ande�ective generalized slope limiters ��h which are closely related to the generalizedslope limiters ��kh of the previous section.To compute ��huh, we rely on the assumption that spurious oscillations arepresent in uh only if they are present in its P 1 part u1h, which is its L2-projectioninto the space of piecewise linear functions V 1h . Thus, if they are not present in u1h,i.e., if u1h = ��h u1h;then we assume that they are not present in uh and hence do not do any limiting:��h uh = uh :On the other hand, if spurious oscillations are present in the P 1 part of the solutionu1h, i.e., if u1h 6= ��h u1h;then we chop o� the higher order part of the numerical solution, and limit theremaining P 1 part: ��h uh = ��h u1h:In this way, in order to de�ne ��h for arbitrary space Vh, we only need to actuallyde�ne it for piecewise linear functions V 1h . The exact way to do that, both for thetriangular elements and for the rectangular elements, will be discussed in the nextsection.



44 3. THE RKDG METHOD FOR MULTIDIMENSIONAL SYSTEMS3.3. Algorithm and implementation detailsIn this section we give the algorithm and implementation details, includingnumerical uxes, quadrature rules, degrees of freedom, uxes, and limiters of theRKDG method for both piecewise-linear and piecewise-quadratic approximationsin both triangular and rectangular elements.3.3.1. Fluxes. The numerical ux we use is the simple Lax-Friedrichs ux:he;K(a; b) = 12 [ f(a) � ne;K + f(b) � ne;K � �e;K (b� a) ] :The numerical viscosity constant �e;K should be an estimate of the biggest eigen-value of the Jacobian @@u f(uh(x; t)) � ne;K for (x; t) in a neighborhood of the edgee. For the triangular elements, we use the local Lax-Friedrichs recipe:� Take �e;K to be the larger one of the largest eigenvalue (in absolute value)of @@u f(�uK) � ne;K and that of @@u f(�uK0) � ne;K , where �uK and �uK0 are themeans of the numerical solution in the elements K and K 0 sharing the edgee.For the rectangular elements, we use the local Lax-Friedrichs recipe :� Take �e;K to be the largest of the largest eigenvalue (in absolute value) of@@u f(�uK00) � ne;K , where �uK00 is the mean of the numerical solution in theelement K 00, which runs over all elements on the same line (horizontally orvertically, depending on the direction of ne;K) with K and K 0 sharing theedge e.3.3.2. Quadrature rules. According to the analysis done in [13], the quad-rature rules for the edges of the elements, (3.2.3), must be exact for polynomials ofdegree 2k+1, and the quadrature rules for the interior of the elements, (3.2.4), mustbe exact for polynomials of degree 2k, if P k methods are used. Here we discuss thequadrature points used for P 1 and P 2 in the triangular and rectangular elementcases.3.3.3. The rectangular elements. For the edge integral, we use the follow-ing two point Gaussian ruleZ 1�1 g(x)dx � g�� 1p3�+ g� 1p3� ; (3.3.1)for the P 1 case, and the following three point Gaussian ruleZ 1�1 g(x)dx � 59 �g��35�+ g�35��+ 89 g(0) ; (3.3.2)for the P 2 case, suitably scaled to the relevant intervals.For the interior of the elements, we could use a tensor product of (3.3.1), withfour quadrature points, for the P 1 case. But to save cost, we \recycle" the valuesof the uxes at the element boundaries, and only add one new quadrature point inthe middle of the element. Thus, to approximate the integral R 1�1 R 1�1 g(x; y)dxdy,



3.3. ALGORITHM AND IMPLEMENTATION DETAILS 45we use the following quadrature rule:� 14 �g��1; 1p3�+ g��1;� 1p3�+ g�� 1p3 ;�1�+ g� 1p3 ;�1�+g�1;� 1p3�+ g�1; 1p3�+ g� 1p3 ; 1�+ g�� 1p3 ; 1��+ 2 g(0; 0):For the P 2 case, we use a tensor product of (3.3.2), with 9 quadrature points.3.3.4. The triangular elements. For the edge integral, we use the same twopoint or three point Gaussian quadratures as in the rectangular case, (3.3.1) and(3.3.2), for the P 1 and P 2 cases, respectively.For the interior integrals (3.2.4), we use the three mid-point ruleZK g(x; y)dxdy � jKj3 3Xi=1 g(mi) ;where mi are the mid-points of the edges, for the P 1 case. For the P 2 case, weuse a seven-point quadrature rule which is exact for polynomials of degree 5 overtriangles.3.3.5. Basis and degrees of freedom. We emphasize that the choice ofbasis and degrees of freedom does not a�ect the algorithm, as it is completely de-termined by the choice of function space V (h) , the numerical uxes, the quadraturerules, the slope limiting, and the time discretization. However, a suitable choice ofbasis and degrees of freedom may simplify the implementation and calculation.3.3.6. The rectangular elements. For the P 1 case, we use the followingexpression for the approximate solution uh(x; y; t) inside the rectangular element[xi� 12 ; xi+ 12 ]� [yj� 12 ; yj+ 12 ]:uh(x; y; t) = �u(t) + ux(t)�i(x) + uy(t) j(y) (3.3.3)where �i(x) = x� xi�xi=2 ;  j(y) = y � yj�yj=2 ; (3.3.4)and �xi = xi+ 12 � xi� 12 ; �yj = yj+ 12 � yj� 12 :The degrees of freedoms, to be evolved in time, are then�u(t); ux(t); uy(t):Here we have omitted the subscripts ij these degrees of freedom should have, toindicate that they belong to the element ij which is [xi� 12 ; xi+ 12 ]� [yj� 12 ; yj+ 12 ].Notice that the basis functions1; �i(x);  j(y);are orthogonal, hence the local mass matrix is diagonal:M = �xi�yj diag�1; 13 ; 13� :



46 3. THE RKDG METHOD FOR MULTIDIMENSIONAL SYSTEMSFor the P 2 case, the expression for the approximate solution uh(x; y; t) insidethe rectangular element [xi� 12 ; xi+ 12 ]� [yj� 12 ; yj+ 12 ] is:uh(x; y; t) = �u(t) + ux(t)�i(x) + uy(t) j(y) + uxy(t)�i(x) j (y)+uxx(t)��2i (x)� 13�+ uyy(t)� 2j (y)� 13� ; (3.3.5)where �i(x) and  j(y) are de�ned by (3.3.4). The degrees of freedoms, to be evolvedin time, are �u(t); ux(t); uy(t); uxy(t); uxx(t); uyy(t):Again the basis functions1; �i(x);  j(y); �i(x) j(y); �2i (x) � 13 ;  2j (y)� 13 ;are orthogonal, hence the local mass matrix is diagonal:M = �xi�yj diag�1; 13 ; 13 ; 19 ; 445 ; 445� :3.3.7. The triangular elements. For the P 1 case, we use the following ex-pression for the approximate solution uh(x; y; t) inside the triangle K:uh(x; y; t) = 3Xi=1 ui(t)'i(x; y)where the degrees of freedom ui(t) are values of the numerical solution at themidpoints of edges, and the basis function 'i(x; y) is the linear function whichtakes the value 1 at the mid-point mi of the i-th edge, and the value 0 at themid-points of the two other edges. The mass matrix is diagonalM = jKjdiag�13 ; 13 ; 13� :For the P 2 case, we use the following expression for the approximate solutionuh(x; y; t) inside the triangle K:uh(x; y; t) = 6Xi=1 ui(t)�i(x; y)where the degrees of freedom, ui(t), are values of the numerical solution at thethree midpoints of edges and the three vertices. The basis function �i(x; y), is thequadratic function which takes the value 1 at the point i of the six points mentionedabove (the three midpoints of edges and the three vertices), and the value 0 at theremaining �ve points. The mass matrix this time is not diagonal.3.3.8. Limiting. We construct slope limiting operators ��h on piecewise lin-ear functions uh in such a way that the following properties are satis�ed:1. Accuracy: if uh is linear then ��h uh = uh:2. Conservation of mass: for every element K of the triangulation Th, we have:ZK ��h uh = ZK uh:3. Slope limiting: on each element K of Th, the gradient of ��h uh is notbigger than that of uh.



3.3. ALGORITHM AND IMPLEMENTATION DETAILS 47The actual form of the slope limiting operators is closely related to that of theslope limiting operators studied in [15] and [13].3.3.9. The rectangular elements. The limiting is performed on ux and uyin (3.3.3), using the di�erences of the means. For a scalar equation, ux would belimited (replaced) by �m (ux; �ui+1;j � �uij ; �uij � �ui�1;j) (3.3.6)where the function �m is the TVB correctedminmod function de�ned in the previoussection.The TVB correction is needed to avoid unnecessary limiting near smooth ex-trema, where the quantity ux or uy is on the order of O(�x2) or O(�y2). For anestimate of the TVB constantM in terms of the second derivatives of the function,see [15]. Usually, the numerical results are not sensitive to the choice of M in alarge range. In all the calculations in this paper we take M to be 50.Similarly, uy is limited (replaced) by�m(uy; �ui;j+1 � �uij ; �uij � �ui;j�1):with a change of �x to �y in (3.3.6).For systems, we perform the limiting in the local characteristic variables. Tolimit the vector ux in the element ij, we proceed as follows:� Find the matrix R and its inverse R�1, which diagonalize the Jacobianevaluated at the mean in the element ij in the x-direction:R�1 @f1(�uij)@u R = � ;where � is a diagonal matrix containing the eigenvalues of the Jacobian.Notice that the columns of R are the right eigenvectors of @f1(�uij)@u and therows of R�1 are the left eigenvectors.� Transform all quantities needed for limiting, i.e., the three vectors uxij ,�ui+1;j � �uij and �uij � �ui�1;j , to the characteristic �elds. This is achieved byleft multiplying these three vectors by R�1.� Apply the scalar limiter (3.3.6) to each of the components of the transformedvectors.� The result is transformed back to the original space by left multiplying Ron the left.3.3.10. The triangular elements. To construct the slope limiting opera-tors for triangular elements, we proceed as follows. We start by making a simpleobservation. Consider the triangles in Figure 1, where m1 is the mid-point of theedge on the boundary of K0 and bi denotes the barycenter of the triangle Ki fori = 0; 1; 2; 3.Since we have thatm1 � b0 = �1 (b1 � b0) + �2 (b2 � b0);for some nonnegative coe�cients �1, �2 which depend only onm1 and the geometry,we can write, for any linear function uh,uh(m1)� uh(b0) = �1 (uh(b1)� uh(b0)) + �2 (uh(b2)� uh(b0));
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Figure 1. Illustration of limiting.and since �uKi = 1jKij ZKi uh = uh(bi); i = 0; 1; 2; 3;we have that~uh(m1;K0) � uh(m1)� �uK0 = �1 (�uK1 � �uK0) + �2 (�uK2 � �uK0) � ��u(m1;K0)Now, we are ready to describe the slope limiting. Let us consider a piecewise linearfunction uh, and let mi; i = 1; 2; 3 be the three mid-points of the edges of thetriangle K0. We then can write, for (x; y) 2 K0,uh(x; y) = 3Xi=1 uh(mi)'i(x; y) = �uK0 + 3Xi=1 ~uh(mi;K0)'i(x; y):To compute ��huh, we �rst compute the quantities�i = �m(~uh(mi;K0); ���u(mi;K0));where �m is the TVB modi�ed minmod function and � > 1. We take � = 1:5 in ournumerical runs. Then, if P3i=1�i = 0, we simply set��huh(x; y) = �uK0 + 3Xi=1 �i 'i(x; y):If P3i=1�i 6= 0, we computepos = 3Xi=1max(0;�i); neg = 3Xi=1max(0;��i);and set �+ = min�1; negpos� ; �� = min�1; posneg� :



3.4. COMPUTATIONAL RESULTS: TRANSIENT, NONSMOOTH SOLUTIONS 49Then, we de�ne ��huh(x; y) = �uK0 + 3Xi=1 �̂i 'i(x; y);where �̂i = �+max(0;�i)� ��max(0;��i):It is very easy to see that this slope limiting operator satis�es the three propertieslisted above.For systems, we perform the limiting in the local characteristic variables. Tolimit �i, we proceed as in the rectangular case, the only di�erence being that wework with the following Jacobian@@uf(�uK0) � mi � b0jmi � b0j :3.4. Computational results: Transient, nonsmooth solutionsIn this section we present several numerical results obtained with the P 1 andP 2 (second and third order accurate) RKDG methods with either rectangles ortriangles in the triangulation. These are standard test problems for Euler equationsof compressible gas dynamics.3.4.1. The double-Mach reection problem. Double Mach reection ofa strong shock. This problem was studied extensively in Woodward and Colella[66] and later by many others. We use exactly the same setup as in [66], namely aMach 10 shock initially makes a 60� angle with a reecting wall. The undisturbedair ahead of the shock has a density of 1.4 and a pressure of 1.For the rectangle based triangulation, we use a rectangular computational do-main [0; 4]� [0; 1], as in [66]. The reecting wall lies at the bottom of the computa-tional domain for 16 � x � 4. Initially a right-moving Mach 10 shock is positionedat x = 16 ; y = 0 and makes a 60� angle with the x-axis. For the bottom boundary,the exact post-shock condition is imposed for the part from x = 0 to x = 16 , tomimic an angled wedge. Reective boundary condition is used for the rest. At thetop boundary of our computational domain, the ow values are set to describe theexact motion of the Mach 10 shock. Inow/outow boundary conditions are usedfor the left and right boundaries. As in [66], only the results in [0; 3] � [0; 1] aredisplayed.For the triangle based triangulation, we have the freedom to treat irregulardomains and thus use a true wedged computational domain. Reective boundaryconditions are then used for all the bottom boundary, including the sloped portion.Other boundary conditions are the same as in the rectangle case.Uniform rectangles are used in the rectangle based triangulations. Four di�er-ent meshes are used: 240 � 60 rectangles (�x = �y = 160 ); 480 � 120 rectangles(�x = �y = 1120 ); 960�240 rectangles (�x = �y = 1240 ); and 1920�480 rectangles(�x = �y = 1480 ). The density is plotted in Figure 2 for the P 1 case and in 3 forthe P 2 case.To better appreciate the di�erence between the P 1 and P 2 results in thesepictures, we show a \blowed up" portion around the double Mach region in Figure4 and show one-dimensional cuts along the line y = 0:4 in Figures 5 and 6. In Figure4, w can see that P 2 with �x = �y = 1240 has qualitatively the same resolution as



50 3. THE RKDG METHOD FOR MULTIDIMENSIONAL SYSTEMSP 1 with �x = �y = 1480 , for the �ne details of the complicated structure in thisregion. P 2 with �x = �y = 1480 gives a much better resolution for these structuresthan P 1 with the same number of rectangles.Moreover, from Figure 5, we clearly see that the di�erence between the resultsobtained by using P 1 and P 2, on the same mesh, increases dramatically as the meshsize decreases. This indicates that the use of polynomials of high degree might bebene�cial for capturing the above mentioned structures. From Figure 6, we see thatthe results obtained with P 1 are qualitatively similar to those obtained with P 2 ina coarser mesh; the similarity increases as the meshsize decreases. The conclusionhere is that, if one is interested in the above mentioned �ne structures, then one canuse the third order scheme P 2 with only half of the mesh points in each directionas in P 1. This translates into a reduction of a factor of 8 in space-time grid pointsfor 2D time dependent problems, and will more than o�-set the increase of costper mesh point and the smaller CFL number by using the higher order P 2 method.This saving will be even more signi�cant for 3D.The optimal strategy, of course, is to use adaptivity and concentrate trianglesaround the interesting region, and/or change the order of the scheme in di�erentregions.3.4.2. The forward-facing step problem. Flow past a forward facing step.This problem was again studied extensively in Woodward and Colella [66] and laterby many others. The set up of the problem is the following: A right going Mach3 uniform ow enters a wind tunnel of 1 unit wide and 3 units long. The step is0.2 units high and is located 0.6 units from the left-hand end of the tunnel. Theproblem is initialized by a uniform, right-going Mach 3 ow. Reective boundaryconditions are applied along the walls of the tunnel and in-ow and out-ow bound-ary conditions are applied at the entrance (left-hand end) and the exit (right-handend), respectively.The corner of the step is a singularity, which we study carefully in our numericalexperiments. Unlike in [66] and many other papers, we do not modify our schemenear the corner in any way. It is well known that this leads to an errorneousentropy layer at the downstream bottom wall, as well as a spurious Mach stem atthe bottom wall. However, these artifacts decrease when the mesh is re�ned. InFigure 7, second order P 1 results using rectangle triangulations are shown, for agrid re�nement study using �x = �y = 140 , �x = �y = 180 , �x = �y = 1160 ,and �x = �y = 1320 as mesh sizes. We can clearly see the improved resolution(especially at the upper slip line from the triple point) and decreased artifactscaused by the corner, with increased mesh points. In Figure 8, third order P 2results using the same meshes are shown.In order to verify that the erroneous entropy layer at the downstream bottomwall and the spurious Mach stem at the bottom wall are both artifacts caused bythe corner singularity, we use our triangle code to locally re�ne near the cornerprogressively; we use the meshes displayed in Figure 9. In Figure 10, we plot thedensity obtained by the P 1 triangle code, with triangles (roughly the resolution of�x = �y = 140 , except around the corner). In Figure 11, we plot the entropy aroundthe corner for the same runs. We can see that, with more triangles concentratednear the corner, the artifacts gradually decrease. Results with P 2 codes in Figures12 and 13 show a similar trend.



3.6. CONCLUDING REMARKS 513.5. Computational results: Steady state, smooth solutionsIn this section, we present some of the numerical results of Bassi and Rebay [2]in two dimensions and Warburton, Lomtev, Kirby and Karniadakis [65] in threedimensions.The purpose of the numerical results of Bassi and Rebay [2] we are presenting isto assess (i) the e�ect of the quality of the approximation of curved boundaries andof (ii) the e�ect of the degree of the polynomials on the quality of the approximatesolution. The test problem we consider here is the two-dimensional steady-state,subsonic ow around a disk at Mach number M1 = 0:38. Since the solution issmooth and can be computed analytically, the quality of the approximation can beeasily assessed.In the �gures 14, 15, 16, and 17, details of the meshes around the disk areshown together with the approximate solution given by the RKDG method usingpiecewise linear elements. These meshes approximate the circle with a polygonal. Itcan be seen that the approximate solution are of very low quality even for the mostre�ned grid. This is an e�ect caused by the kinks of the polygonal approximatingthe circle.This statement can be easily veri�ed by taking a look to the �gures 18, 19, 20,and 21. In these pictures the approximate solutions with piecewise linear, quadratic,and cubic elements are shown; the meshes have been modi�ed to render exactly thecircle. It is clear that the improvement in the quality of the approximation isenormous. Thus, a high-quality approximation of the boundaries has a dramaticimprovement on the quality of the approximations.Also, it can be seen that the higher the degree of the polynomials, the betterthe quality of the approximations, in particular from �gures 18 and 19. In [2],Bassi and Rebay show that the RKDG method using polynomilas of degree k are(k + 1)-th order accurate for k = 1; 2; 3. As a consequence, a RKDG methodusing polynomials of a higher degree is more e�cient than a RKDG method usingpolynomials of lower degree.In [65], Warburton, Lomtev, Kirby and Karniadakis present the same test prob-lem in a three dimensional setting. In Figure 22, we can see the three-dimensionalmesh and the density isosurfaces. We can also see how, while the mesh is being kept�xed and the degree of the polynomials k is increased from 1 to 9, the maximumerror on the entropy goes exponentialy to zero. (In the picture, a so-called `mode'is equal to k + 1). 3.6. Concluding remarksIn this section, we have extended the RKDG methods to multidimensionalsystems. We have described in full detail the algorithms and displayed numericalresults showing the performance of the methods for the Euler equations of gasdynamics.The exibility of the RKDG method to handle nontrivial geometries and towork with di�erent elements has been displayed. Moreover, it has been shown thatthe use of polynomials of high degree not only does not degrade the resolution ofstrong shocks, but enhances the resolution of the contact discontinuities and rendersthe scheme more e�cient on smooth regions.Next, we extend the RKDG methods to convection-dominated problems.



52 3. THE RKDG METHOD FOR MULTIDIMENSIONAL SYSTEMS



53
0.0 0.5 1.0 1.5 2.0 2.5 3.0

0.0

0.2

0.4

0.6

0.8

1.0

Rectangles P1, ∆ x = ∆ y = 1/60

0.0 0.5 1.0 1.5 2.0 2.5 3.0

0.0

0.2

0.4

0.6

0.8

1.0

Rectangles P1, ∆ x = ∆ y = 1/120

0.0 0.5 1.0 1.5 2.0 2.5 3.0

0.0

0.2

0.4

0.6

0.8

1.0

Rectangles P1, ∆ x = ∆ y = 1/240

0.0 0.5 1.0 1.5 2.0 2.5 3.0

0.0

0.2

0.4

0.6

0.8

1.0

Rectangles P1, ∆ x = ∆ y = 1/480

Figure 2. Double Mach reection problem. Second order P 1 re-sults. Density �. 30 equally spaced contour lines from � = 1:3965to � = 22:682. Mesh re�nement study. From top to bottom:�x = �y = 160 ; 1120 ; 1240 , and 1480 .
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Figure 3. Double Mach reection problem. Third order P 2 re-sults. Density �. 30 equally spaced contour lines from � = 1:3965to � = 22:682. Mesh re�nement study. From top to bottom:�x = �y = 160 ; 1120 ; 1240 , and 1480 .
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Figure 5. Double Mach reection problem. Cut y = 0:4 of theblowed-up region. Density �. Comparison of second order P 1 withthird order P 2 on the same mesh
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Figure 7. Forward facing step problem. Second order P 1 results.Density �. 30 equally spaced contour lines from � = 0:090338to � = 6:2365. Mesh re�nement study. From top to bottom:�x = �y = 140 ; 180 ; 1160 , and 1320 .
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Figure 8. Forward facing step problem. Third order P 2 results.Density �. 30 equally spaced contour lines from � = 0:090338to � = 6:2365. Mesh re�nement study. From top to bottom:�x = �y = 140 ; 180 ; 1160 , and 1320 .
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Figure 10. Forward facing step problem. Second order P 1 re-sults. Density �. 30 equally spaced contour lines from � = 0:090338to � = 6:2365. Triangle code. Progressive re�nement near thecorner
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Figure 12. Forward facing step problem. Third order P 2 results.Density �. 30 equally spaced contour lines from � = 0:090338 to� = 6:2365. Triangle code. Progressive re�nement near the corner
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Figure 14. Grid \16� 8" with a piecewise linear approximationof the circle (top) and the corresponding solution (Mach isolines)using P1 elements (bottom).
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Figure 15. Grid \32� 8" with a piecewise linear approximationof the circle (top) and the corresponding solution (Mach isolines)using P1 elements (bottom).
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Figure 16. Grid \64�16" with a piecewise linear approximationof the circle (top) and the corresponding solution (Mach isolines)using P1 elements (bottom).
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Figure 17. Grid \128� 32" a piecewise linear approximation ofthe circle (top) and the corresponding solution (Mach isolines) us-ing P1 elements (bottom).
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Figure 18. Grid \16� 4" with exact rendering of the circle andthe corresponding P1 (top), P2(middle), and P3 (bottom) approx-imations (Mach isolines).
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Figure 19. Grid \32� 8" with exact rendering of the circle andthe corresponding P1 (top), P2(middle), and P3 (bottom) approx-imations (Mach isolines).
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Figure 20. Grid \64� 16" with exact rendering of the circle andthe corresponding P1 (top), P2(middle), and P3 (bottom) approx-imations (Mach isolines).
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Figure 21. Grid \128�32" with exact rendering of the circle andthe corresponding P1 (top), P2(middle), and P3 (bottom) approx-imations (Mach isolines).
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Figure 22. Three-dimensional ow over a semicircular bump.Mesh and density isosurfaces (top) and history of convergence withp-re�nement of the maximum entropy generated (bottom). Thedegree of the polynomial plus one is plotted on the `modes' axis.
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CHAPTER 4Convection-di�usion problems: The LDG method4.1. IntroductionIn this chapter, which follows the work by Cockburn and Shu [18], we restrictourselves to the semidiscrete LDG methods for convection-di�usion problems withperiodic boundary conditions. Our aim is to clearly display the most distinctivefeatures of the LDG methods in a setting as simple as possible; the extension of themethod to the fully discrete case is straightforward. In x2, we introduce the LDGmethods for the simple one-dimensional case d = 1 in whichF(u;Du) = f(u)� a(u) @xu;u is a scalar and a(u) � 0 and show some preliminary numerical results displayingthe performance of the method. In this simple setting, the main ideas of how todevice the method and how to analyze it can be clearly displayed in a simple way.Thus, the L2-stability of the method is proven in the general nonlinear case andthe rate of convergence of (�x)k in the L1(0; T ;L2)-norm for polynomials of degreek � 0 in the linear case is obtained; this estimate is sharp. In x3, we extend theseresults to the case in which u is a scalar andFi(u;Du) = fi(u)� X1�j�d aij(u) @xju;where aij de�nes a positive semide�nite matrix. Again, the L2-stability of themethod is proven for the general nonlinear case and the rate of convergence of(�x)k in the L1(0; T ;L2)-norm for polynomials of degree k � 0 and arbitrary tri-angulations is proven in the linear case. In this case, the multidimensionality of theproblem and the arbitrariness of the grids increase the technicality of the analysisof the method which, nevertheless, uses the same ideas of the one-dimensional case.In x4, the extension of the LDG method to multidimensional systems is briey de-scribed some numerical results for the compressible Navier-Stokes equations fromthe paper by Bassi and Rebay [3] and from the paper by Lomtev and Karniadakis[46] are presented.4.2. The LDG methods for the one-dimensional caseIn this section, we present and analyze the LDG methods for the followingsimple model problem:@t u+ @x (f(u)� a(u) @x u) = 0 in (0; T )� (0; 1); (4.2.1)u(t = 0) = u0; on (0; 1); (4.2.2)with periodic boundary conditions. 75



76 4. CONVECTION-DIFFUSION PROBLEMS: THE LDG METHOD4.2.1. General formulation and main properties. To de�ne the LDGmethod, we introduce the new variable q = p a(u) @x u and rewrite the problem(4.2.1), (4.2.2) as follows:@t u+ @x (f(u)�pa(u) q) = 0 in (0; T )� (0; 1); (4.2.3)q � @x g(u) = 0 in (0; T )� (0; 1); (4.2.4)u(t = 0) = u0; on (0; 1); (4.2.5)where g(u) = R up a(s) ds. The LDG method for (4.2.1), (4.2.2) is now obtainedby simply discretizing the above system with the Discontinuous Galerkin method.To do that, we follow [15] and [14]. We de�ne the ux h = (hu; hq )t as follows:h(u; q) = ( f(u)�pa(u) q ; �g(u) )t: (4.2.6)For each partition of the interval (0; 1), fxj+1=2 gNj=0, we set Ij = (xj�1=2; xj+1=2),and �xj = xj+1=2�xj�1=2 for j = 1; : : : ; N ; we denote the quantity max1�j�N �xjby �x . We seek an approximation wh = (uh; qh)t to w = (u; q)t such that foreach time t 2 [0; T ], both uh(t) and qh(t) belong to the �nite dimensional spaceVh = V kh = fv 2 L1(0; 1) : vjIj 2 P k(Ij); j = 1; : : : ; Ng; (4.2.7)where P k(I) denotes the space of polynomials in I of degree at most k. In orderto determine the approximate solution (uh; qh), we �rst note that by multiplying(4.2.3), (4.2.4), and (4.2.5) by arbitrary, smooth functions vu, vq, and vi, respec-tively, and integrating over Ij , we get, after a simple formal integration by parts in(4.2.3) and (4.2.4),RIj @t u(x; t) vu(x) dx � RIj hu(w(x; t)) @x vu(x) dx+hu(w(xj+1=2; t)) vu(x�j+1=2)� hu(w(xj�1=2; t)) vu(x+j�1=2) = 0; (4.2.8)RIj q(x; t) vq(x) dx � RIj hq(w(x; t)) @x vq(x) dx+hq(w(xj+1=2 ; t)) vq(x�j+1=2)� hq(w(xj�1=2; t)) vq(x+j�1=2) = 0; (4.2.9)RIj u(x; 0) vi(x) dx = RIj u0(x) vi(x) dx: (4.2.10)Next, we replace the smooth functions vu, vq , and vi by test functions vh;u, vh;q , andvh;i, respectively, in the �nite element space Vh and the exact solution w = (u; q)tby the approximate solution wh = (uh; qh)t. Since this function is discontinuousin each of its components, we must also replace the nonlinear ux h(w(xj+1=2 ; t))by a numerical ux ĥ(w)j+1=2(t) = (ĥu(wh)j+1=2(t); ĥq(wh)j+1=2(t)) that will besuitably chosen later. Thus, the approximate solution given by the LDG methodis de�ned as the solution of the following weak formulation:



4.2. THE LDG METHODS FOR THE ONE-DIMENSIONAL CASE 778 vh;u 2 P k(Ij) :ZIj @t uh(x; t) vh;u(x) dx � ZIj hu(wh(x; t)) @x vh;u(x) dx+ĥu(wh)j+1=2(t) vh;u(x�j+1=2)� ĥu(wh)j�1=2(t) vh;u(x+j�1=2) = 0;(4.2.11)8 vh;q 2 P k(Ij) :ZIj qh(x; t) vh;q(x) dx � ZIj hq(wh(x; t)) @x vh;q(x) dx+ĥq(wh)j+1=2(t) vh;q(x�j+1=2)� ĥq(wh)j�1=2(t) vh;q(x+j�1=2) = 0;(4.2.12)8 vh;i 2 P k(Ij) :ZIj uh(x; 0) vh;i(x) dx = ZIj u0(x) vh;i(x) dx: (4.2.13)It only remains to choose the numerical ux ĥ(wh)j+1=2(t). We use the notation:[ p ] = p+ � p�; and p = 12(p+ + p�); and p�j+1=2 = p(x�j+1=2):To be consistent with the type of numerical uxes used in the RKDG methods, weconsider numerical uxes of the formĥ(wh)j+1=2(t) � ĥ(wh(x�j+1=2; t);wh(x+j+1=2; t));that (i) are locally Lipschitz and consistent with the ux h, (ii) allow for a localresolution of qh in terms of uh, (iii) reduce to an E-ux (see Osher [51]) whena(�) � 0, and that (iv) enforce the L2-stability of the method.To reect the convection-di�usion nature of the problem under consideration,we write our numerical ux as the sum of a convective ux and a di�usive ux:ĥ(w�;w+) = ĥconv(w�;w+) + ĥdiff (w�;w+): (4.2.14)The convective ux is given byĥconv(w�;w+) = �f̂(u�; u+); 0)t; (4.2.15)where f̂(u�; u+) is any locally Lipschitz E-ux consistent with the nonlinearity f ,and the di�usive ux is given byĥdiff (w�;w+) = �� [ g(u) ][u ] q; �g(u) �t � C diff [w ]; (4.2.16)where



78 4. CONVECTION-DIFFUSION PROBLEMS: THE LDG METHODC diff = � 0 c12�c12 0 � ; (4.2.17)c12 = c12(w�;w+) is locally Lipschitz, (4.2.18)c12 � 0 when a(�) � 0: (4.2.19)We claim that this ux satis�es the properties (i) to (iv).Let us prove our claim. That the ux ĥ is consistent with the ux h easilyfollows from their de�nitions. That ĥ is locally Lipschitz follows from the fact thatf̂(�; �) is locally Lipschitz and from (4.2.17); we assume that f(�) and a(�) are locallyLipschitz functions, of course. Property (i) is hence satis�ed.That the approximate solution qh can be resolved element by element in termsof uh by using (4.2.12) follows from the fact that, by (4.2.16), the ux ĥq = �g(u)�c12 [u ] is independent of qh. Property (ii) is hence satis�ed.Property (iii) is also satis�ed by (4.2.19) and by the construction of the con-vective ux.To see that the property (iv) is satis�ed, let us �rst rewrite the ux ĥ in thefollowing way: ĥ(w�;w+) = � [�(u) ][u ] � [ g(u) ][u ] q; �g(u) �t � C [w ];where C = � c11 c12�c12 0 � ; c11 = 1[u ]� [�(u) ][u ] � f̂(u�; u+)�: (4.2.20)with �(u) de�ned by �(u) = R u f(s) ds. Since f̂(�; �) is an E-ux,c11 = 1[u ]2 R u+u� �f(s)� f̂(u�; u+) � ds � 0;and so, by (4.2.17), the matrix C is semipositive de�nite. The property (iv) followsfrom this fact and from the following result.Theorem 4.1. We have,12 R 10 u2h(x; T ) dx+ R T0 R 10 q2h(x; t) dx dt+�T;C ([wh]) � 12 R 10 u20(x) dx;where �T;C ([wh]) = R T0 P1�j�N � [wh(t)]tC [wh(t)]�j+1=2 dt:For a proof, see [18]. Thus, this shows that the ux ĥ under consideration doessatisfy the properties (i) to (iv)- as claimed.



4.2. THE LDG METHODS FOR THE ONE-DIMENSIONAL CASE 79Now, we turn to the question of the quality of the approximate solution de�nedby the LDG method. In the linear case f 0 � c and a(�) � a, from the above stabilityresult and from the the approximation properties of the �nite element space Vh,we can prove the following error estimate. We denote the L2(0; 1)-norm of the `-thderivative of u by ju j`.Theorem 4.2. Let e be the approximation error w �wh. Then we have,� R 10 j eu(x; T ) j2 dx+ R T0 R 10 j eq(x; t) j2 dx dt+�T;C ([e])�1=2 � C (�x)k ;where C = C(k; ju jk+1; ju jk+2). In the purely hyperbolic case a = 0, the constantC is of order (�x)1=2. In the purely parabolic case c = 0, the constant C is of order�x for even values of k for uniform grids and for C identically zero.For a proof, see [18]. The above error estimate gives a suboptimal order ofconvergence, but it is sharp for the LDG methods. Indeed, Bassi et al [4] reportan order of convergence of order k + 1 for even values of k and of order k for oddvalues of k for a steady state, purely elliptic problem for uniform grids and for Cidentically zero. The numerical results for a purely parabolic problem that will bedisplayed later lead to the same conclusions; see Table 5 in the section x2.b.The error estimate is also sharp in that the optimal order of convergence ofk + 1=2 is recovered in the purely hyperbolic case, as expected. This improvementof the order of convergence is a reection of the semipositive de�niteness of thematrix C , which enhances the stability properties of the LDG method. Indeed,since in the purely hyperbolic case�T;C ([wh]) = R T0 P1�j�N � [uh(t)]t c11 [uh(t)]�j+1=2 dt;the method enforces a control of the jumps of the variable uh, as shown in Proposi-tion lemenergy. This additional control is reected in the improvement of the orderof accuracy from k in the general case to k + 1=2 in the purely hyperbolic case.However, this can only happen in the purely hyperbolic case for the LDGmethods. Indeed, since c11 = 0 for c = 0, the control of the jumps of uh is notenforced in the purely parabolic case. As indicated by the numerical experimentsof Bassi et al. [4] and those of section x2.b below, this can result in the e�ectivedegradation of the order of convergence. To remedy this situation, the control ofthe jumps of uh in the purely parabolic case can be easily enforced by letting c11 bestrictly positive if j c j+ j a j > 0. Unfortunately, this is not enough to guarantee animprovement of the accuracy: an additional control on the jumps of qh is required!This can be easily achieved by allowing the matrix C to be symmetric and positivede�nite when a > 0. In this case, the order of convergence of k + 1=2 can beeasily obtained for the general convection-di�usion case. However, this would forcethe matrix entry c22 to be nonzero and the property (ii) of local resolvability ofqh in terms of uh would not be satis�ed anymore. As a consequence, the highparallelizability of the LDG would be lost.The above result shows how strongly the order of convergence of the LDGmethods depend on the choice of the matrix C . In fact, the numerical results of



80 4. CONVECTION-DIFFUSION PROBLEMS: THE LDG METHODsection x2.b in uniform grids indicate that with yet another choice of the matrixC , see (4.3.21), the LDG method converges with the optimal order of k + 1 in thegeneral case. The analysis of this phenomenon constitutes the subject of ongoingwork. 4.3. Numerical results in the one-dimensional caseIn this section we present some numerical results for the schemes discussed inthis paper. We will only provide results for the following one dimensional, linearconvection di�usion equation@t u+ c @x u� a @2x u = 0 in (0; T )� (0; 2�);u(t = 0; x) = sin(x); on (0; 2�);where c and a � 0 are both constants; periodic boundary conditions are used. Theexact solution is u(t; x) = e�at sin(x � ct): We compute the solution up to T = 2,and use the LDG method with C de�ned byC =  jcj2 �pa2pa2 0 ! : (4.3.21)We notice that, for this choice of uxes, the approximation to the convective termcux is the standard upwinding, and that the approximation to the di�usion terma @2x u is the standard three point central di�erence, for the P 0 case. On the otherhand, if one uses a central ux corresponding to c12 = �c21 = 0, one gets a spread-out �ve point central di�erence approximation to the di�usion term a @2x u.The LDG methods based on P k, with k = 1; 2; 3; 4 are tested. Elements withequal size are used. Time discretization is by the third-order accurate TVD Runge-Kutta method [58], with a su�ciently small time step so that error in time isnegligible comparing with spatial errors. We list the L1 errors and numericalorders of accuracy, for uh, as well as for its derivatives suitably scaled �xm@mx uhfor 1 � m � k, at the center of of each element. This gives the complete descriptionof the error for uh over the whole domain, as uh in each element is a polynomialof degree k. We also list the L1 errors and numerical orders of accuracy for qh atthe element center.In all the convection-di�usion runs with a > 0, accuracy of at least (k + 1)-thorder is obtained, for both uh and qh, when P k elements are used. See Tables 1 to3. The P 4 case for the purely convection equation a = 0 seems to be not in the as-ymptotic regime yet with N = 40 elements (further re�nement with N = 80 su�ersfrom round-o� e�ects due to our choice of non-orthogonal basis functions), Table4. However, the absolute values of the errors are comparable with the convectiondominated case in Table 3.



4.3. NUMERICAL RESULTS IN THE ONE-DIMENSIONAL CASE 81
Table 1. The heat equation a = 1, c = 0. L1 errors and numerical order ofaccuracy, measured at the center of each element, for �xm@mx uh for 0 � m � k,and for qh.k variable N = 10 N = 20 N = 40error error order error orderu 4.55E-4 5.79E-5 2.97 7.27E-6 2.991 �x @xu 9.01E-3 2.22E-3 2.02 5.56E-4 2.00q 4.17E-5 2.48E-6 4.07 1.53E-7 4.02u 1.43E-4 1.76E-5 3.02 2.19E-6 3.012 �x @xu 7.87E-4 1.03E-4 2.93 1.31E-5 2.98(�x)2 @2xu 1.64E-3 2.09E-4 2.98 2.62E-5 2.99q 1.42E-4 1.76E-5 3.01 2.19E-6 3.01u 1.54E-5 9.66E-7 4.00 6.11E-8 3.98�x @xu 3.77E-5 2.36E-6 3.99 1.47E-7 4.003 (�x)2 @2xu 1.90E-4 1.17E-5 4.02 7.34E-7 3.99(�x)3 @3xu 2.51E-4 1.56E-5 4.00 9.80E-7 4.00q 1.48E-5 9.66E-7 3.93 6.11E-8 3.98u 2.02E-7 5.51E-9 5.20 1.63E-10 5.07�x @xu 1.65E-6 5.14E-8 5.00 1.61E-9 5.004 (�x)2 @2xu 6.34E-6 2.04E-7 4.96 6.40E-9 4.99(�x)3 @3xu 2.92E-5 9.47E-7 4.95 2.99E-8 4.99(�x)4 @4xu 3.03E-5 9.55E-7 4.98 2.99E-8 5.00q 2.10E-7 5.51E-9 5.25 1.63E-10 5.07
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Table 2. The convection di�usion equation a = 1, c = 1. L1 errors and numericalorder of accuracy, measured at the center of each element, for �xm@mx uh for 0 �m � k, and for qh.k variable N = 10 N = 20 N = 40error error order error orderu 6.47E-4 1.25E-4 2.37 1.59E-5 2.971 �x @xu 9.61E-3 2.24E-3 2.10 5.56E-4 2.01q 2.96E-3 1.20E-4 4.63 1.47E-5 3.02u 1.42E-4 1.76E-5 3.02 2.18E-6 3.012 �x @xu 7.93E-4 1.04E-4 2.93 1.31E-5 2.99(�x)2 @2xu 1.61E-3 2.09E-4 2.94 2.62E-5 3.00q 1.26E-4 1.63E-5 2.94 2.12E-6 2.95u 1.53E-5 9.75E-7 3.98 6.12E-8 3.99�x @xu 3.84E-5 2.34E-6 4.04 1.47E-7 3.993 (�x)2 @2xu 1.89E-4 1.18E-5 4.00 7.36E-7 4.00(�x)3 @3xu 2.52E-4 1.56E-5 4.01 9.81E-7 3.99q 1.57E-5 9.93E-7 3.98 6.17E-8 4.01u 2.04E-7 5.50E-9 5.22 1.64E-10 5.07�x @xu 1.68E-6 5.19E-8 5.01 1.61E-9 5.014 (�x)2 @2xu 6.36E-6 2.05E-7 4.96 6.42E-8 5.00(�x)3 @3xu 2.99E-5 9.57E-7 4.97 2.99E-8 5.00(�x)4 @4xu 2.94E-5 9.55E-7 4.95 3.00E-8 4.99q 1.96E-7 5.35E-9 5.19 1.61E-10 5.06
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Table 3. The convection dominated convection di�usion equation a = 0:01, c = 1.L1 errors and numerical order of accuracy, measured at the center of each element,for �xm@mx uh for 0 � m � k, and for qh.k variable N = 10 N = 20 N = 40error error order error orderu 7.14E-3 9.30E-4 2.94 1.17E-4 2.981 �x @xu 6.04E-2 1.58E-2 1.93 4.02E-3 1.98q 8.68E-4 1.09E-4 3.00 1.31E-5 3.05u 9.59E-4 1.25E-4 2.94 1.58E-5 2.992 �x @xu 5.88E-3 7.55E-4 2.96 9.47E-5 3.00(�x)2 @2xu 1.20E-2 1.50E-3 3.00 1.90E-4 2.98q 8.99E-5 1.11E-5 3.01 1.10E-6 3.34u 1.11E-4 7.07E-6 3.97 4.43E-7 4.00�x @xu 2.52E-4 1.71E-5 3.88 1.07E-6 4.003 (�x)2 @2xu 1.37E-3 8.54E-5 4.00 5.33E-6 4.00(�x)3 @3xu 1.75E-3 1.13E-4 3.95 7.11E-6 3.99q 1.18E-5 7.28E-7 4.02 4.75E-8 3.94u 1.85E-6 4.02E-8 5.53 1.19E-9 5.08�x @xu 1.29E-5 3.76E-7 5.10 1.16E-8 5.014 (�x)2 @2xu 5.19E-5 1.48E-6 5.13 4.65E-8 4.99(�x)3 @3xu 2.21E-4 6.93E-6 4.99 2.17E-7 5.00(�x)4 @4xu 2.25E-4 6.89E-6 5.03 2.17E-7 4.99q 3.58E-7 3.06E-9 6.87 5.05E-11 5.92
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Table 4. The convection equation a = 0, c = 1. L1 errors and numerical order ofaccuracy, measured at the center of each element, for �xm@mx uh for 0 � m � k.k variable N = 10 N = 20 N = 40error error order error order1 u 7.24E-3 9.46E-4 2.94 1.20E-4 2.98�x @xu 6.09E-2 1.60E-2 1.92 4.09E-3 1.97u 9.96E-4 1.28E-4 2.96 1.61E-5 2.992 �x @xu 6.00E-3 7.71E-4 2.96 9.67E-5 3.00(�x)2 @2xu 1.23E-2 1.54E-3 3.00 1.94E-4 2.99u 1.26E-4 7.50E-6 4.07 4.54E-7 4.053 �x @xu 1.63E-4 2.00E-5 3.03 1.07E-6 4.21(�x)2 @2xu 1.52E-3 9.03E-5 4.07 5.45E-6 4.05(�x)3 @3xu 1.35E-3 1.24E-4 3.45 7.19E-6 4.10u 3.55E-6 8.59E-8 5.37 3.28E-10 8.03�x @xu 1.89E-5 1.27E-7 7.22 1.54E-8 3.054 (�x)2 @2xu 8.49E-5 2.28E-6 5.22 2.33E-8 6.61(�x)3 @3xu 2.36E-4 5.77E-6 5.36 2.34E-7 4.62(�x)4 @4xu 2.80E-4 8.93E-6 4.97 1.70E-7 5.72



4.3. NUMERICAL RESULTS IN THE ONE-DIMENSIONAL CASE 85Finally, to show that the order of accuracy could really degenerate to k for P k,as was already observed in [4], we rerun the heat equation case a = 1; c = 0 withthe central ux C = �0 00 0� : (4.3.22)This time we can see that the global order of accuracy in L1 is only k whenP k is used with an odd value of k.Table 5. The heat equation a = 1, c = 0. L1 errors and numerical order ofaccuracy, measured at the center of each element, for �xm@mx uh for 0 � m � k,and for qh, using the central ux.k variable N = 10 N = 20 N = 40error error order error orderu 3.59E-3 8.92E-4 2.01 2.25E-4 1.981 �x @xu 2.10E-2 1.06E-2 0.98 5.31E-3 1.00q 2.39E-3 6.19E-4 1.95 1.56E-4 1.99u 6.91E-5 4.12E-6 4.07 2.57E-7 4.002 �x @xu 7.66E-4 1.03E-4 2.90 1.30E-5 2.98(�x)2 @2xu 2.98E-4 1.68E-5 4.15 1.03E-6 4.02q 6.52E-5 4.11E-6 3.99 2.57E-7 4.00u 1.62E-5 1.01E-6 4.00 6.41E-8 3.98�x @xu 1.06E-4 1.32E-5 3.01 1.64E-6 3.003 (�x)2 @2xu 1.99E-4 1.22E-5 4.03 7.70E-7 3.99(�x)3 @3xu 6.81E-4 8.68E-5 2.97 1.09E-5 2.99q 1.54E-5 1.01E-6 3.93 6.41E-8 3.98u 8.25E-8 1.31E-9 5.97 2.11E-11 5.96�x @xu 1.62E-6 5.12E-8 4.98 1.60E-9 5.004 (�x)2 @2xu 1.61E-6 2.41E-8 6.06 3.78E-10 6.00(�x)3 @3xu 2.90E-5 9.46E-7 4.94 2.99E-8 4.99(�x)4 @4xu 5.23E-6 7.59E-8 6.11 1.18E-9 6.01q 7.85E-8 1.31E-9 5.90 2.11E-11 5.96



86 4. CONVECTION-DIFFUSION PROBLEMS: THE LDG METHOD4.4. The LDG methods for the multi-dimensional caseIn this section, we consider the LDG methods for the following convection-di�usion model problem@t u+ X1�i�d @xi (fi(u)� X1�j�d aij(u) @xj u) = 0 in (0; T )� (0; 1)d;(4.4.23)u(t = 0) = u0; on (0; 1)d; (4.4.24)with periodic boundary conditions. Essentially, the one-dimensional case and themultidimensional case can be studied in exactly the same way. However, there aretwo important di�erences that deserve explicit discussion. The �rst is the treatmentof the matrix of entries aij(u), which is assumed to be symmetric, semipositivede�nite and the introduction of the variables q`, and the second is the treatment ofarbitrary meshes.To de�ne the LDG method, we �rst notice that, since the matrix aij(u) isassumed to be symmetric and semipositive de�nite, there exists a symmetric matrixbij(u) such that aij(u) =P1�`�d bi`(u) b` j(u): (4.4.25)Then we de�ne the new scalar variables q` =P1�j�d b` j(u) @xj u and rewrite theproblem (4.4.23), (4.4.24) as follows:@t u+ X1�i�d@xi (fi(u)� X1�`�d bi`(u) q`) = 0 in (0; T )� (0; 1)d;(4.4.26)q` � X1�j�d @xj g` j(u) = 0; ` = 1; : : : d; in (0; T )� (0; 1)d; (4.4.27)u(t = 0) = u0; on (0; 1)d; (4.4.28)where g` j(u) = R u b` j(s) ds. The LDG method is now obtained by discretizing theabove equations by the Discontinuous Galerkin method.We follow what was done in x2. So, we set w = (u;q)t = (u; q1; � � � ; qd)t and,for each i = 1; � � � ; d, introduce the uxhi(w) = ( fi(u)�P1�`�d bi`(u) q`;�g1i(u); � � � ; �gdi(u) )t: (4.4.29)We consider triangulations of (0; 1)d, T�x = fK g, made of non-overlapping poly-hedra. We require that for any two elements K and K 0, K \ K 0 is either a facee of both K and K 0 with nonzero (d � 1)-Lebesgue measure j e j, or has Hausdor�dimension less than d � 1. We denote by E�x the set of all faces e of the borderof K for all K 2 T�x. The diameter of K is denoted by �xK and the maximum�xK , for K 2 T�x is denoted by �x. We require, for the sake of simplicity, that



4.4. THE LDG METHODS FOR THE MULTI-DIMENSIONAL CASE 87the triangulations T�x be regular, that is, there is a constant independent of �xsuch that �xK�K � � 8K 2 T�x;where �K denotes the diameter of the maximum ball included in K.We seek an approximation wh = (uh;qh)t = (uh; qh1; � � � ; qhd)t to w such thatfor each time t 2 [0; T ], each of the components of wh belong to the �nite elementspace Vh = V kh = f v 2 L1((0; 1)d) : vjK 2 P k(K) 8 K 2 T�xg; (4.4.30)where P k(K) denotes the space of polynomials of total degree at most k. In or-der to determine the approximate solution wh, we proceed exactly as in the one-dimensional case. This time, however, the integrals are made on each element K ofthe triangulation T�x. We obtain the following weak formulation on each elementK of the triangulation T�x:RK @t uh(x; t) vh;u(x) dx �P1�i�d RK hi u(wh(x; t)) @xi vh;u(x) dx+ R@K ĥu(wh;n@K)(x; t) vh;u(x) d�(x) = 0; 8 vh;u 2 P k(K); (4.4.31)For ` = 1; � � � ; d :RK qh`(x; t) vh;q`(x) dx �P1�j�d RK hj q`(wh(x; t)) @xj vh;q`(x) dx+ R@K ĥq`(wh;n@K)(x; t) vh;q`(x) d�(x) = 0; 8 vh;q` 2 P k(K); (4.4.32)RK uh(x; 0) vh;i(x) dx = RK u0(x) vh;i(x) dx; 8 vh;i 2 P k(K); (4.4.33)where n@K denotes the outward unit normal to the element K at x 2 @K. Itremains to choose the numerical ux (ĥu; ĥq1 ; � � � ; ĥqd)t � ĥ � ĥ(wh;n@K)(x; t).As in the one-dimensional case, we require that the uxes ĥ be of the formĥ(wh;n@K)(x) � ĥ(wh(xintK ; t);wh(xextK ; t);n@K);where wh(xintK ) is the limit at x taken from the interior of K and wh(xextK ) thelimit at x from the exterior of K, and consider uxes that (i) are locally Lipschitz,conservative, that is,ĥ(wh(xintK );wh(xextK );n@K) + ĥ(wh(xextK );wh(xintK );�n@K) = 0;



88 4. CONVECTION-DIFFUSION PROBLEMS: THE LDG METHODand consistent with the ux X1�i�dhi n@K;i;(ii) allow for a local resolution of each component of qh in terms of uh only, (iii)reduce to an E-ux when a(�) � 0, and that (iv) enforce the L2-stability of themethod.Again, we write our numerical ux as the sum of a convective ux and a di�usiveux: ĥ = ĥconv + ĥdiff ;where the convective ux is given byĥconv(w�;w+;n) = �f̂(u�; u+;n); 0)t;where f̂(u�; u+;n) is any locally Lipschitz E-ux which is conservative and consis-tent with the nonlinearity X1�i�d fi(u)ni;and the di�usive ux ĥdiff (w�;w+;n) is given by�� X1�i;`�d [ gi`(u) ][u ] q` ni; � X1�i�d gi1(u)ni; � � � ; � X1�i�d gid(u)ni �t � C diff [w ];where C diff = 0BBBBB@ 0 c12 c13 � � � c1d�c12 0 0 � � � 0�c13 0 0 � � � 0... ... ... . . . ...�c1d 0 0 � � � 0
1CCCCCA ;c1j = c1j(w�;w+) is locally Lipschitz for j = 1; � � � ; d;c1j � 0 when a(�) � 0 for j = 1; � � � ; d:We claim that this ux satis�es the properties (i) to (iv).To prove that properties (i) to (iii) are satis�ed is now a simple exercise. Tosee that the property (iv) is satis�ed, we �rst rewrite the ux ĥ in the followingway:



4.4. THE LDG METHODS FOR THE MULTI-DIMENSIONAL CASE 89�� X1�i;`�d [ gi`(u) ][u ] q` ni; � X1�i�d gi1(u)ni; � � � ; � X1�i�d gid(u)ni �t � C [w ];where C = 0BBBBB@ c11 c12 c13 � � � c1d�c12 0 0 � � � 0�c13 0 0 � � � 0... ... ... . . . ...�c1d 0 0 � � � 0
1CCCCCA ;c11 = 1[u ]�P1�i�d [�i(u) ][u ] ni � f̂(u�; u+;n)�;where �i(u) = R u fi(s) ds. Since f̂(�; �;n) is an E-ux,c11 = 1[u ]2 R u+u� �P1�i�d fi(s)ni � f̂(u�; u+;n) � ds � 0;and so the matrix C is semipositive de�nite. The property (iv) follows from thisfact and from the following result.Theorem 4.3. We have,12 Z(0;1)d u2h(x; T ) dx+ Z T0 Z(0;1)d jqh(x; t) j2 dx dt+�T;C ([wh]) � 12 Z(0;1)d u20(x) dx;where �T;C ([wh]) = R T0 Pe2E�x Re [wh(x; t)]tC [wh(x; t)] d�(x) dt:We can also prove the following error estimate. We denote the integral over(0; 1)d of the sum of the squares of all the derivatives of order (k+1) of u by ju j2k+1.Theorem 4.4. Let e be the approximation error w �wh. Then we have, forarbitrary, regular grids,� R(0;1)d j eu(x; T ) j2 dx+ R T0 R(0;1)d j eq(x; t) j2 dx dt+�T;C ([e])�1=2 � C (�x)k ;where C = C(k; ju jk+1; ju jk+2). In the purely hyperbolic case aij = 0, the constantC is of order (�x)1=2. In the purely parabolic case c = 0, the constant C is of order�x for even values of k and of order 1 otherwise for Cartesian products of uniformgrids and for C identically zero provided that the local spaces Qk are used insteadof the spaces P k, where Qk is the space of tensor products of one dimensionalpolynomials of degree k.



90 4. CONVECTION-DIFFUSION PROBLEMS: THE LDG METHOD4.5. Extension to multidimensional systemsIn this chapter, we have considered the so-called LDG methods for convection-di�usion problems. For scalar problems in multidimensions, we have shown thatthey are L2-stable and that in the linear case, they are of order k if polynomialsof order k are used. We have also shown that this estimate is sharp and havedisplayed the strong dependence of the order of convergence of the LDG methodson the choice of the numerical uxes.The main advantage of these methods is their extremely high parallelizabil-ity and their high-order accuracy which render them suitable for computationsof convection-dominated ows. Indeed, although the LDG method have a largeamount of degrees of freedom per element, and hence more computations per ele-ment are necessary, its extremely local domain of dependency allows a very e�cientparallelization that by far compensates for the extra amount of local computations.The LDG methods for multidimensional systems, like for example the com-pressible Navier-Stokes equations and the equations of the hydrodynamic modelfor semiconductor device simulation, can be easily de�ned by simply applying theprocedure described for the multidimensional scalar case to each component of u.In practice, especially for viscous terms which are not symmetric but still semi-positive de�nite, such as for the compressible Navier-Stokes equations, we can useq = (@x1 u; :::; @xd u) as the auxilary variables. Although with this choice, the L2-stability result will not be available theoretically, this would not cause any problemin practical implementations.4.6. Some numerical resultsNext, we present some numerical results from the papers by Bassi and Rebay[3] and Lomtev and Karniadakis [46].� Smooth, steady state solutions. We start by displaying the convergenceof the method for a p-re�nement done by Lomtev and Karniadakis [46]. In Figure1, we can see how the maximum errors in density, momentum, and energy decreaseexponentially to zero as the degree k of the approximating polynomials increaseswhile the grid is kept �xed; details about the exact solution can be found in [46].Now, let us consider the laminar, transonic ow around the NACA0012 airfoil atan angle of attack of ten degrees, freestream Mach number M = 0:8, and Reynoldsnumber (based on the freestream velocity and the airfoil chord) equal to 73; thewall temperature is set equal to the freestream total temperature. Bassy and Rebay[3] have computed the solution of this problem with polynomials of degree 1; 2;and 3 and Lomtev and Karniadakis [46] have tried the same test problem withpolynomials of degree 2; 4; and 6 in a mesh of 592 elements which is about four timesless elements than the mesh used by Bassi and Rebay [3]. In Figure 3, taken from[46], we display the pressure and drag coe�cient distributions computed by Bassiand Rebay [3] with polynomials on degree 3 and the ones computed by Lomtevand Karniadakis [46] computed with polynomials of degree 6. We can see goodagreement of both computations. In Figure 2, taken from [46], we see the meshand the Mach isolines obtained with polynomials of degree two and four; note theimprovement of the solution.Next, we show a result from the paper by Bassi and Rebay [3]. We considerthe laminar, subsonic ow around the NACA0012 airfoil at an angle of attack ofzero degrees, freestream Mach number M = 0:5, and Reynolds number equal to
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Figure 1. Maximum errors of the density (triangles), momemtum(circles) and energy (squares) as a function of the degree of theapproximating polynomial plus one (called \number of modes" inthe picture).5000. In �gure 4, we can see the Mach isolines corresponding to linear, quadratic,and cubic elements. In the �gures 5, 6, and 7 details of the results with cubicelements are shown. Note how the boundary layer is captured withing a few layersof elements and how its separation at the trailing edge of the airfoil has been clearlyresolved. Bassi and Rebay [3] report that these results are comparable to commonstructured and unstructures �nite volume methods on much �ner grids- a resultconsistent with the computational results we have displayed in these notes.Finally, we present a not-yet-published result kindly provided by Lomtev andKarniadakis about the simulation of an expansion pipe ow. The smaller cylinderhas a diameter of 1 and the larger cylinder has a diameter of 2. In Figure 8, wedisplay the velocity pro�le and some streamlines for a Reynolds number equal to 50andMach number 0:2. The computation was made with polynomials of degree 5 anda mesh of 600 tetrahedra; of course the tetrahedra have curved faces to accomodatethe exact boundaries. In Figure 9, we display a comparison between computationaland experimental results. As a function of the Reynolds number, two quantities areplotted. The �rst is the distance between the step and the center of the vertex (lowerbrach) and the second is the distance from the step to the separation point (upperbranch). The computational results are obtained by the method under considera-tion with polynomials of degree 5 for the compressible Navier Stokes equations, andby a standard Galerkin formulation in terms of velocity-pressure (NEKTAR), bySherwin and Karniadakis [56], or in terms of velocity-vorticity (IVVA), by Trujillo[61], for the incompressible Navier Stokes equations; results produced by the code



92 4. CONVECTION-DIFFUSION PROBLEMS: THE LDG METHODcalled PRISM are also included, see Newmann [48]. The experimental data wastaken from Macagno and Tung [49]. The agreement between computations andexperiments is remarkable.� Unsteady solutions. To end this chapter, we present the computationof an unsteady solution by Lomtev and Karniadakis [46]. The test problem is theclassical problem of a ow around a cylinder in two space dimensions. The Reynoldsnumber is 10; 000 and the Mach number 0:2.In Figure 10, the streamlines are shown for a computation made on a grid of680 triangles (with curved sides �tting the cylinder) and polynomials whose degreecould vary from element to element; the maximum degree was 5. In Figure 11,details of the mesh and the density around the cylinder are shown. Note how themethod is able to capture the shear layer instability observed experimentally. Formore details, see [46].
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Figure 2. Mesh (top) and Mach isolines around the NACA0012airfoil, (Re = 73;M = 0:8, angle of attack of ten degrees) forquadratic (middle) and quartic (bottom) elements.
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Figure 3. Pressure (top) and drag(bottom) coe�cient distribu-tions. The squares were obtained by Bassi and Rebay [3] withcubics and the crosses by Lomtev and Karniadakis [46] with poly-nomials of degree 6.
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Figure 4. Mach isolines around the NACA0012 airfoil, (Re =5000;M = 0:5, zero angle of attack) for the linear (top), quadratic(middle), and cubic (bottom) elements.
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Figure 5. Pressure isolines around the NACA0012 airfoil, (Re =5000;M = 0:5, zero angle of attack) for the for cubic elementswithout (top) and with (bottom) the corresponding grid.
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Figure 6. Mach isolines around the leading edge of theNACA0012 airfoil, (Re = 5000;M = 0:5, zero angle of attack)for the for cubic elements without (top) and with (bottom) thecorresponding grid.
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Figure 7. Mach isolines around the trailing edge of theNACA0012 airfoil, (Re = 5000;M = 0:5, zero angle of attack)for the for cubic elements without (top) and with (bottom) thecorresponding grid.



4.6. SOME NUMERICAL RESULTS 99
X

Z

Y

Figure 8. Expansion pipe ow at Reynolds number 50 and Machnumber 0:2. Velocity pro�le and streamlines computed with a meshof 600 elements and polynomials of degree 5.
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Figure 10. Flow around a cylinder with Reynolds number 10; 000and Mach number 0:2. Streamlines. A mesh of 680 elements wasused with polynomials that could change degree from element toelement; the maximum degree was 5.
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